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Cover micrograph

A high resolution image of carbon graphite oriented along the [0001] zone axis obtained at 80 kV, with a Cs value of 230 nm.

An inset diffractogram shows that the spatial frequency (lattice resolution) of 71 pm was recorded. (See page 6)
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Recently, at the University Paris Diderot (France), a unique in the world electron microscope configuration was installed. It consists of a JEOL JEM-ARM200F spherical aberration corrected electron microscope (TEM) equipped with a cold field emission gun (CFEG). In this paper, we report on the performances of this newly developed 80 - 200 kV microscope. Firstly, we show that the stability of both emission and probe currents makes the use of this new cold-FEG much friendlier. Energy spread of electrons emitted from the CFEG has been measured as a function of emission current and shows a very last 0.26 eV energy resolution at 200 kV and even 0.23 eV at 80 kV. The combination of the cold FEG and the CEOS aberration corrector of the objective lens, associated to enhanced mechanical and electrical stabilities of this new TEM, allows reaching a point resolution of 75 pm at 200 kV and 80 pm at 80 kV. This unseen point resolution at 200 kV has allowed us to study the structure of CoPt nanoparticles by observing direct images of their atomic arrangement along high indexes zone axis, as well as carbon graphite along the [0001] zone axis orientation. The high sensitivity of this microscope allows us to image and to analyze the chemical specie of single atoms diffusing on an amorphous carbon substrate. Finally, we used the small energy spread of the CFEG to study the surface plasmon resonance modes characteristic of bimetallic nanoparticles in close electromagnetic interaction.

Introduction

The understanding of physical and chemical properties of nanomaterials requires to investigate their structural and chemical arrangements at the atomic scale. For that purpose, Transmission Electron Microscope (TEM) is the most complete characterization instrument because it gives access to all these structural aspects on individual nano-objects [1-3]. In the past, conventional high resolution TEM has given numerous information on the structural properties of nanomaterials, however, the resolution was limited to 0.18 nm at 200 kV for the best optical configuration (namely magnetic lens with a low gap pole piece). Thanks to the revolutionary development of aberration corrected TEM, the attainable spatial resolution can now be of the picometer order [4-8]. This ability to resolve distances of less than 0.1 nm is very important in order to characterize new metallic, semi-conductor, oxides, … nanostructures for which 0.1 nm is of the same order of magnitude than the distances between atoms in many zone axis orientation of interest in these materials. Huge progresses in quantitative TEM have also been done due to the recent development of highly coherent electron sources [9-11]. Among the electron sources with a narrow energy spread around a tenth of an eV [12-14], the high brightness of Cold Field Emission Gun (CFEG) is a tremendous advantage for the study of nanomaterials, in which poor elastic and inelastic signals emitted by small volumes of matter are key limiting factors. So far, highly coherent electron waves emitted from CFEG technology was applied to electron holography observation [15] and to the analysis of EELS fine structures [16].

The present work describes the performances of an unseen 80 - 200 kV microscope, employing a CFEG and an aberration-corrected objective lens. The capabilities of this instrument were used to determine the structure of bimetallic nanoparticles (NPs) from high index zone axis orientation, to visualize fragile carbon graphite structure, to image and to identify individual metal atoms on a surface of amorphous carbon and to measure the plasmon resonance modes in two interacting bimetallic CuAu nanoparticles.

Performances of the cold field emission gun (CFEG)

The CFEG developed in this work, employs a tungsten single crystal emitter with a <310> oriented axis. In order to keep high vacuum level in vicinity of the emitter, three non-evaporative getter (NEG) pumps are installed in the gun chamber [17]. Total evacuation speed of the NEGg corresponds to 300 (= 3×100) L/s. The accelerating tube is evacuated by 200 L/s sputter ion pump (SIP). Additionally, two intermediate chambers are designed using small orifices, in order to create a differential pumping system between gun chamber and column. These
intermediate chambers are also evacuated by 20 L/s and 30 L/s SIPs, respectively [17]. The newly designed evacuation system can provide a vacuum better than $5 \times 10^{-7}$ Pa, at the bottom of the accelerating tube. Owing to high quality of the vacuum, high stabilities of both emission and probe currents are expected. Figure 1 shows variations of emission and probe currents after flashing procedure of the tip. Decay rate of probe current was less than 5% in the first 2 hours after flashing. Since the probe current takes only into account electrons emitted by the (310) facets on the tungsten tip, the probe current is more stable than total emission current [18].

Figure 2a shows zero-loss peak measurements at various emission current conditions, obtained with a Quantum ER Gatan Imaging Filter®. The energy spread of the electron source is commonly defined by the full width at half maximum (FWHM) of the zero-loss peak, measured without specimen. The energy spread depends on the emission current due to the statistical Coulomb effect [19-20]. The energy spread varies from 0.26 eV with an emission current of 0.1 μA to 0.4 eV in normal emission current conditions (20 μA). As illustrated in Figure 2b, the energy resolution measurements are even better with an accelerating voltage of 80 kV, since the energy spread ranges from 0.35 eV in normal emission current conditions to 0.23 eV with an emission current of 0.1 μA. The smallest energy spread obtained here is close to the theoretical value at the emitter surface (0.22 eV). This result shows that the high-voltage stability ($5 \times 10^{-7}$ min$^{-1}$ peak-to-peak fluctuation) is high enough to maintain the energy spread of the CFEG.

**Microscope performances**

The objective lens of the TEM used in this experiment has inherent optical performances as listed in Table 1. In this newly developed TEM, a CEOS hexapole type spherical aberration corrector [4] was employed. Therefore, the final spherical aberration coefficient ($C_S$) can be tuned from $-0.1$ mm to $+0.5$ mm with a precision of about 1 nm. The lens excitation current of objective lens has a stability of $5 \times 10^{-7}$ min$^{-1}$ in peak-to-peak fluctuation. To evaluate the aberrations of the image-forming system, a diffractogram tableau [21] with a maximum tilt angle of 24 mrad was employed. Table 2 shows a list of residual aberrations calculated in the procedure. Figure 3a demonstrates the achieved point resolution of the microscope in these imaging conditions. A high resolution image of a carbon film was doubly exposed with small shift of field of view induced by projector alignment deflector. The

---

**Table 1** Inherent optical performances of objective lens employed in the TEM.

<table>
<thead>
<tr>
<th>Item</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal length ($f_0$)</td>
<td>1.9 mm</td>
</tr>
<tr>
<td>Spherical aberration coefficient ($C_s$)</td>
<td>0.5 mm</td>
</tr>
<tr>
<td>Chromatic aberration coefficient ($C_c$)</td>
<td>1.1 mm</td>
</tr>
<tr>
<td>Minimum focus step ($A_f$)</td>
<td>0.25 nm</td>
</tr>
<tr>
<td>Lens current fluctuation (peak-to-peak) ($\Delta I$)</td>
<td>$5 \times 10^{-7}$ min$^{-1}$</td>
</tr>
</tbody>
</table>

**Table 2** Residual aberrations calculated by the CEOS aberration corrector software.

<table>
<thead>
<tr>
<th>Residual aberration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defocus ($C_1$)</td>
<td>-184.7 nm</td>
</tr>
<tr>
<td>Two-fold astigmatism ($A_1$)</td>
<td>140.6 pm</td>
</tr>
<tr>
<td>Three-fold astigmatism ($A_2$)</td>
<td>23.0 nm</td>
</tr>
<tr>
<td>Axial coma ($B_1$)</td>
<td>7.1 nm</td>
</tr>
<tr>
<td>Spherical aberration coefficient ($C_3$)</td>
<td>-518.3 nm</td>
</tr>
<tr>
<td>Four-fold astigmatism ($A_3$)</td>
<td>146.1 nm</td>
</tr>
<tr>
<td>Star aberration ($S_1$)</td>
<td>167.1 nm</td>
</tr>
<tr>
<td>Five-fold astigmatism ($A_5$)</td>
<td>40.1 μm</td>
</tr>
</tbody>
</table>

---

**Fig. 1** Variations of emission (μA) and probe (nA) currents after flashing procedure. Decay rate of probe current was less than 5% in the first 2 hours after the flashing.

**Fig. 2** (a) Measured zero-loss peaks at various emission current ($I_E$) conditions. The energy spread was defined by FWHM of the zero-loss peak. (b) Energy spread as a function of emission current measured at 200 kV (red circles) and at 80 kV (black squares).
Fourier transform of this image gives the well known Young’s fringes pattern which shows a point resolution of 75 pm. This resolution was measured with the commonly used minimum contrast level of 13.5%. Such a performance is close to the theoretical limit for a 200 kV TEM. Figure 3b shows the Fourier transform of a lattice image of a gold single crystal in [100] zone axis orientation. This image highlights that the microscope attains a lattice resolution of 46 pm, since the (048) reflection of the gold lattice is clearly observed. Figure 3c shows the Young’s fringes pattern obtained with similar optical parameters at 80 kV. In spite of this low voltage condition, the point resolution of the microscope reaches 80 pm. The possibility to maintain sub-angstrom imaging resolution with an energy resolution below 0.4 eV at 80 kV opens many possibilities for the atomic scale characterization of beam sensitive materials.

**Application data**

**Structural analysis of CoPt nanoparticles with the sub-angstrom resolution**

Figure 4 shows calculated envelope functions of the contrast transfer function (CTF) for the cold and Schottky FEG by using the following parameters, namely $C_C = 1.1$ mm and $\Delta I/I = \Delta V/V = 5 \times 10^{-7}$. For the calculation, the energy spreads of 0.4 eV and 0.75 eV for cold and Schottky FEG were used, respectively, the accelerating voltage was 200 kV, the beam convergence angle was 2 mrad and the $C_S$ value was close to zero. According to the calculated results, although the point resolution is limited to 0.1 nm for Schottky FEG it is expected to obtain a point resolution of 0.075 nm for CFEG. The resolution of 75 pm obtained in the experiment (Figure 3a) is in good agreement with the calculated one. Hence, by combining the $C_S$ corrector, the CFEG and by using newly designed microscope column and power supplies, the $C_S$ value, the beam coherency and the microscope stability have been optimized to reach sub-angstrom resolution and improve signal to noise ratio in the high spatial frequency range. Indeed, by minimizing the damping of the envelope functions, the reduction of both electron energy dispersion and mechanical vibration allow a sub-angstrom information transfer limit (Figure 4). Thus high resolution imaging is not limited anymore for the structural study of low index crystal orientations: today one can resolve many more inter-planar distances and thus displays the structure of materials in many more orientations. This highly improved resolution is very important to study the size effect on the structural properties of individual nano-objects. This major advantage is illustrated in Figure 5a in which the structure of a CoPt nanoparticles in the [114] zone axis orientation is directly observed on the $C_S$ corrected high resolution image and an information transfer up to the $-440$ reflection (65 pm) is reported on the Fourier transform (Figure 5b).

**Graphite**

In the previous section, we have seen that the performances of the JEOL JEM-ARM200F cold FEG are almost the same at 80 kV than the ones at 200 kV. It is thus possible to observe nanomaterials which are sensitive to electron beam such as polymers and carbon

---

**Fig. 3** (a) Young fringes pattern obtained at 200 kV showing a point resolution of 75 pm. (b) Fast Fourier transformation (FFT) of a high resolution image obtained at 200 kV on a (100) gold single crystal. The observation of the (048) peak of the gold crystal highlights that the lattice resolution of the microscope is below 50 pm ($d_{048} = 0.046$ nm). (c) Young fringes pattern obtained at 80 kV showing a point resolution of 80 pm.

**Fig. 4** Calculated envelope functions of the contrast transfer function (CTF) for cold (cyan) and Schottky (magenta) FEG by using the following parameters, namely $C_C = 1.1$ mm and $\Delta I/I = \Delta V/V = 5 \times 10^{-7}$. For the calculation, the energy spreads of 0.4 eV and 0.75 eV for the cold and Schottky FEG were used, respectively, the accelerating voltage was 200 kV, the beam convergence angle was 2 mrad and the $C_S$ value was close to zero.
nanostructures. This instrument opens up the route to direct observations of the grafting of molecules on the surface on the nanotubes as well as to the determination of the electronic states of these hybrid nanostructures in order to study their structural and electronic properties.

As an example of fragile materials imaging, Figure 6 shows high resolution images of carbon graphite oriented along the [0001] zone axis obtained at 80 kV, with a C value of 230 nm. Figure 6a shows a wide field of view of the sample where more or less dark contrasts are visible in the image. Those contrasts correspond to different layer steps of the graphite. The specimen is composed by the stacking of only a few layers of graphite. Figure 6b shows a diffractogram of the image (a), the spatial frequency (lattice resolution) of 71 pm was recorded. Figure 6c shows a magnified area from a part of the image in (a) marked by the white rectangle. Noise reduction was applied to the image by using a spatial annular filter in the power spectrum of the original image. Figure 6d shows the atomic model of the mono-layered graphite. By comparison with the experimental image, we clearly observed that the white contrast corresponds to carbon atom sites.

**Single atom imaging**

When the growth and coarsening of nanostructures composed of two or more chemical elements are concerned, the imaging and chemical identification of single atoms is of primary importance to understand coalescence and Ostwald ripening phenomena at the atomic scale. Furthermore, in the case of alloyed nanostructures, nanoparticle compositional changes may arise during growth or thermal annealing if the two species have different thermodynamic behavior. As an example, we have shown in a previous paper on CoPt bimetallic nanoparticles [22], that after a heat treatment at high temperature, the larger NPs present a large excess of Co. To understand the origin of this result, we have studied *in situ* the NPs coarsening by using the energy transferred from the electron beam to the nanoparticles. Typical HRTEM image of the CoPt NPs after a few seconds under beam irradiation is presented in Figure 7a. On this image, individual atoms appear as additional contrast in the carbon film between the NPs. However, these contrasts appear and disappear from frame to frame when image series are recorded with a 0.2 s time interval indicating that the diffusion of metallic atoms on carbon substrate is too fast to follow the path of a single atom from a particle to another. But, it is still possible to observe such diffusing atoms on HRTEM images because they are trapped long enough in energetically favorable site of the carbon thin film. In order to interpret this result and to determine the chemical nature of the atoms, comparison between experimental and simulated HRTEM images was performed. For that purpose, the atomic model consists in one Co and one Pt atom on a 5 nm-thick amorphous carbon film. To quantify the simulated and experimental contrast of single atoms in the images, we used the signal to noise ratio (SNR) definition proposed by Rose [23]. The SNR is defined as the ratio between the incremental change in the image intensity due to the atoms and the standard deviation of the carbon film intensity (defined as the noise level). We calculated the SNR as a function of the objective lens defocus for both Co and Pt atoms and we have shown that the SNR is flat against the defocus in a range from –2 to –10 nm and that the contrast difference between Co and Pt is significant: from –2 to –2.6 for Co and from –3 to –3.6 for Pt. These simulations allow us to determine the optimum optical condition for the chemical analysis of single atoms. The analysis of the single atom contrast was firstly performed on pure Co and Pt NPs to calibrate the experimental conditions. The histograms of the SNR of single atoms for both samples are shown on Figure 8. These histograms are centered on –2.68 for Co atoms and –3.18 for Pt atoms, with a standard deviation of 0.18 and 0.30 respectively. These values are in good agreement with simulations. On CoPt nanoparticles, as shown in Figure 7a, both Co and Pt atoms were detected during the beam induced NPs coarsening. The first profile (green intensity profile in Figure 7b) reveals the presence of a Co atom on the carbon film (SNR of –2.32) whereas the second profile (blue intensity profile on Figure 7c) shows a Pt atom (SNR of –3.59). These results show that, using these illumination conditions, the energy transferred from the electron beam to the CoPt NPs allows overcoming the energy barrier for atomic evaporation from a NP to the substrate either for Co or Pt atoms. Furthermore, a statistical analysis realized by measuring the SNR of 100 single atoms clearly shows that the kinetic of atomic exchange is faster for Co than Pt. Indeed, among the 100 analyzed atoms, 61 are Co, 32 are...
Fig. 6  (a) HRTEM image of a carbon graphite crystal oriented along the [0001] zone axis obtained at 80 kV. (b) Fourier transform of the image (a). (c) Magnified area corresponding to the white rectangle in image (a). The image was obtained by applying a spatial filter to the original image (a). (d) Atomic model of a mono-layered graphite crystal.

Fig. 7  (a) HRTEM image of CoPt nanoparticles. Individual Co and Pt atoms appear as additional black contrast on the carbon substrate. Signal to noise ratio (SNR) measured between the two corresponding arrows in (a) for both Co and Pt atoms: (b) SNR profile showing one Co atom (SNR of –2.32), (c) SNR profile showing one Pt atom (SNR of –3.59).

Fig. 8  Histogram of the single atom SNR experimentally measured for pure Co NPs (green) and pure Pt NPs (blue).
Pt and 7 are undetermined. These results explain the size dependant composition changes in CoPt NPs and highlight the better mobility of Co atoms with respect to Pt atoms because of their higher evaporation rate. These results show that the sensitivity of the microscope enhanced by the high brightness of the cold FEG and the mechanical stability of the ARM200F, allows distinguishing the chemical nature of individual Co and Pt atoms while they are diffusing on the surface of the carbon substrate. In this study, the modulation transfer function (MTF) of the Gatan CCD camera was not taken into account because we always use the same magnification in order to have the same MTF effects in all the HRTEM images. It is however possible to improve the quantitative agreement between experimental and simulated single atom contrast by accounting this MTF on the experimental images [24].

**Plasmon resonance nanospectroscopy in metallic nanoparticles**

Metallic nanoparticles have shown to exhibit unique optical properties. The latter result from the existence of collective electronic excitations, known as surface plasmon resonances (SPRs), under electromagnetic excitations (for instance, light or fast electrons) [25]. Associated with these surface-bound resonances are intense electromagnetic fields which are exploited in various potential applications like surface-enhanced Raman scattering and all-optical communication. In the context of an electron microscope, nanometer-scale studies of SPRs in the visible spectral domain, where most of the potential applications lie, is now possible using electron energy loss spectroscopy [26-27]. Taking full advantage of the intense and highly monochromatic sources of electrons that is generated by the cold FEG JEOL JEM-ARM200F, our group has been using spatially-resolved STEM-EELS to investigate the optical response of either isolated or interacting metallic nanoparticles. Figure 9a shows an HAADF image of two carbon-supported gold-copper nanocubes in very close interaction (gap distance <1 nm). EEL spectra were acquired at different positions on the dimer with the following experimental conditions: the microscope was operated at 200 kV and with an initial energy resolution of about 0.4 eV (2.5 mm spectrometer entrance aperture, camera length 3 cm and 0.05 eV/pix dispersion). To increase the signal-to-background ratio in the visible domain, the raw data was subsequently deconvoluted using a non-linear iterative algorithm [28]. The spatial resolution, fixed by the probe size, was better than 1 nm (spot size 5C). Figure 9b compares STEM-EEL spectra acquired at five distinct positions on the dimer. The position, at which each numbered spectrum is acquired, is indicated by red dots in Figure 9a. Two distinct modes centered at about 2.30 eV and 2.60 eV are detected at the outer corners and in the gap region respectively. Comparison of the EELS data shows these SPRs are common to the two nanocubes (the dimer) though they are not identical. This results from the electromagnetic coupling between the nanocubes when they are brought in interaction. Such analysis illustrates the power of STEM-EELS to finely study the optical properties of nanoparticles with the aim of tailoring these properties for targeted applications.

**Conclusion**

The JEOL JEM-ARM200F cold FEG TEM described in this paper is the first commercial instrument combining both a cold field emission electron source and a CEOS aberration corrector of the objective lens. We have shown the very good stability of both emission and probe currents thanks to a new design of the vacuum system for the gun chamber including non evaporating getter pumps. The combination of the JEOL cold FEG and the CEOS aberration corrector, associated to enhanced mechanical and electrical stabilities of the instrument allows reaching a point resolution of 75 pm at 200 kV and 80 pm at 80 kV. Owing to high coherency of electron waves and high stabilities of both electrical and mechanical part on the TEM developed in this work, much smaller lattice spacing information that the point resolution were excited in the interferences of the waves. In addition, the high brightness of the cold FEG substantially improved imaging sensitivity that is essential for quantitative high resolution imaging.

We have shown that sub-angstrom imaging is of great benefit for understanding the structural properties of nanomaterials, because it is now possible to observe crystals and defects along high index zone axis orientation. We have also demonstrated that the performances of the microscope can be exploited for studying the mobility of single atoms on surface which is very useful for the understanding of crystal growth and crystal reshaping, as well as the understanding of the coalescence and Ostwald ripening phenomena at the atomic scale. Finally, we
showed how the small energy spread of the cold FEG can be successfully used to measure surface plasmon resonance modes characteristic of metallic nanoparticles which are close enough to exhibit electromagnetic interactions.
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Dark field electron holography with dual lens operation to achieve high spatial resolution is summarized. Its application to measure strain on semiconductor devices is reported and comparison with converging beam electron diffraction (CBED) and nano-beam electron diffraction (NBD) is discussed.

Introduction

Recent development of CMOS Si semiconductor device shows that strain along the channel region greatly enhances the device performance, which has assisted further scaling of semiconductor devices. For PFET device, the compressive stress is beneficial to the device performance, while for NFET device, the tensile stress is. Because of that, the strain measurement at nanometer scale becomes critical for device engineering for next generation integrated circuit (IC) development and manufacturing.

It has been shown that converging beam and nano-beam diffraction can be used to measure strain of Si. In 2008, Mytch et al. reported that dark field holography provided a promising path to nano-meter scale strain mapping [1]. Initial strain map acquired by Mytch et al. was done on an instrument with a Lorentz lens (single lens electron holography), which has fringe spacing of 2.0 nm. The principle of dark field holography is to use a biprism to overlap a strained region of the device with an unstrained region in Si. By selecting a specific diffracted beam with an objective aperture to obtain a dark field hologram, the difference of lattice constant between strained and unstrained Si can be measured and the change of the lattice constant can be mapped out through a data processing [1-4].

In this paper, we report that, using a dual lens system on JEOL JEM-2010F [5-8], we achieve a fringe spacing relative to the sample down to 1.0 nm, thus, provide a more detailed map of strain distribution of 3 nm spatial resolution (3x fringe spacing). We also compare strain measurement by dark field electron holography with the ones obtained by converging beam electron diffraction (CBED) and nano-beam electron diffraction (NBD).

Background theory of electron holography

There are three critical parameters in electron holography: fringe spacing for spatial resolution, interference width for field of view, and fringe contrast for signal to noise ratio. As shown in Fig.1a, an off-axis electron hologram can be thought of as being formed from two virtual sources, $S_1$ and $S_2$, of finite size ($\delta$) positioned above the biprism and separated by a distance $d$. The fringe spacing, $\sigma_o$, and interference width (field of view), $W_o$, relative to the sample (object) can be described as [9, 10]:

$$\sigma_o = \frac{\lambda}{2 \gamma_o V_b} (1 + \frac{b}{a}) \frac{1}{M_o}$$ ............................(1)

and

$$W_o = [2 \gamma_o V_b b - 2 \gamma_b (1 + \frac{b}{a})] \frac{1}{M_o}$$ ............................(2)

where $\lambda$ is the wavelength of the electron, $\gamma_o$ is the deflection of the biprism, $V_b$ is the voltage of the biprism, $b$ and $a$ are the sizes of the sources, $\delta$ is the size of the aperture, and $M_o$ is the magnification of the objective.
where \( \gamma_0 \) is related to the accelerating voltage of electron beam and the other parameter of the microscope setting, \( r_b \) is biprism radius, \( a \) is the distance between the virtual sources and biprism position, \( b \) is the distance between image plane and the biprism, \( \lambda \) is the wavelength of the electron beam, and \( V_b \) is the biprism voltage, \( M_o \) is the magnification of the imaging lens(es). The fringe contrast, \( \mu \), has been derived as [5]:

\[
\mu = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \frac{\sin(\beta)}{\beta}, \quad \text{..................................(3)}
\]

where

\[
\beta = \frac{2\pi \delta}{\lambda} \frac{\gamma_0 b}{a+b} V_b + \mu_0 \quad \text{..................................(4)}
\]

In Eq.(4), the constant, \( \mu_0 \), is added on to fit experimental data[11], in addition to the first term derived from the wave optics [12].

To get useful electron hologram, we need reasonable fringe contrast, which is 20%-40%, and high number of fringe in the hologram. Fringe number can be calculated as following:

\[
N = \frac{W_0}{\alpha_o} \quad \text{..................................(5)}
\]

Based on above equations, increasing the biprism voltage increases number of fringes and decreases the fringe contrast. Both fringe number and fringe contrast has a strong dependence on biprism voltage, either can be used to estimate the coherence of electron holography. We propose to use a discount fringe number, a product of fringe contrast and fringe number, to estimate the coherence:

\[
N' = N \mu \quad \text{..................................(6)}
\]

Mathematically, with a linear approximation of Eq.(3) in the \( \beta \) range of 0.5\( \pi \) and 0.8\( \pi \), one can derive that there is a maximum \( N' \), at the fringe contrast value, \( \mu_{\text{max}} \), as [11]:

\[
\mu_{\text{max}} \approx \frac{1}{3} (1.3 - 0.4 \beta_0) \quad \text{..................................(7)}
\]

Since the \( N' \) near its maximum value changes smallest against \( \mu \) or \( V_b \), \( N' \) can be used to estimate the goodness of the coherence.

The principle of dark field holography is to use a biprism to overlap a strained region of the device with an unstrained region in Si, as shown in Fig.1b. The intensity of a dark field hologram can be written as:

\[
I = A_r^2 + A_o^2 + 2\mu A_r A_o \cos[2\pi g \cdot r + 2\pi (\vec{g}_r - \vec{g}_o) \cdot r'] + q \cdot -q_o \quad \text{..................................(8)}
\]

where \( \vec{g}_o \) and \( \vec{g}_r \) are \( g \) vectors from the region of the interest (object) and the reference, respectively. The phase of the hologram is:

\[
\varphi = 2\pi (\vec{g}_r - \vec{g}_o) \cdot r' + q \cdot -q_o \quad \text{..................................(9)}
\]

The lattice constant change to the first order can be calculated as,

\[
\epsilon_o = \frac{d_{ij}^{(i)} - d_{ij}^{(0)}}{d_{ij}^{(0)}} \approx \frac{1}{2\pi g_i^{(0)}} \frac{\partial \varphi^{(i)}}{\partial r_i} \quad \text{..................................(10)}
\]
where \( i=x, z, g=1/d \), and \( d \) is the lattice spacing. In that equation, it is assumed that the diffraction spot is in the \( x, z \) direction for the simplest case. By selecting a specific diffracted beam with an objective aperture to obtain a dark field hologram, the difference in lattice spacing between strained and unstrained Si can be measured.

In 2004 paper and patent, we described the dual lens operation to change the magnification of objective lenses (lenses between sample and biprism) [5-8]. The basic principle is to use objective lens to form a magnified virtual image and objective mini-lens to project the virtual image onto the imaging plane, which is shown in Fig. 2a. To simplify the operation of projection lenses, objective mini-lens is used to focus the image to the same imaging plane.

For bright field electron holography (junction profiling), the virtual source position is not as critical. But for dark field holography, the ideal position should be near the objective aperture. For a single lens operation, the position is at the back focal plane of the lens; while for dual lens system, the position depends on the focal point of the objective lens as well as objective mini-lens as shown in Fig. 2b. A third weak lens can be added into the design of an electron microscope before the biprism, but after the second lens, to move the virtual focal point without affecting much of dual lens operation. That configuration is proposed in a patent publication as a tri-lens operation [13].

**Instruments**

The JEM-2010F microscope is used for the strain measurements, which include converging beam analysis, nano-beam diffraction analysis, and dark field electron holography. The instrument is equipped with 4k × 4k camera (top camera) for imaging and 2k × 2k camera for Gatan energy filtered imaging system. Converging beam and nano-beam diffraction was obtained using the top camera and dark field electron hologram was obtained with Gatan energy filtered camera.

(a) Optical ray diagram of dual lens operation. A magnified virtual image of OL is shown as dashed image and a real image is projected by OM onto the imaging plane.

(b) Virtual source position in dual lens operation. The diagram is for illustration purpose only; the actual position of virtual source may vary.

Fig. 2

(a) Contrast vs. biprism voltage for JEM-2010F with different objective lens (OL) current. Data for OL=1.5 and OL=2.5 are fitted by Eqs. (3) and (4).

(b) Discount fringe number vs. fringe contrast. A maximum of \( N' \) is observed near fringe contrast of ~30%.

Fig. 3
Experimental result

Experimental data of contrast and discount fringe number

We have measured contrast vs biprism voltage on JEOL JEM-2010F with different objective lens current (OL). Using Eqs.(3) and (4), we can fit the data, shown in Fig.3a, and obtain $\beta_0$ of 0.99 and 1.03 for OL of 2.5 and 1.5, respectively. From the data fitting, we realized that $\beta_0$ does not depend on objective lens value that much. In Fig.3b, we plot the measured data and fitted data of discount fringe number, $N'$, vs. contrast for OL=1.5 and OL=2.5 obtained from 2010F instrument. In that figure, it is shown that the maximum $N'$ is ~70-90 at the contrast value of ~30%, which is consistent with the result derived from the mathematical calculation[11]. Between 20%-40% contrast range, the $N'$ is less dependent on contrast or biprism voltage, which leads us to believe that this can be used to estimate the coherence of electron holography.

Strain measurement by dark field electron holography

One way to increase strain under the channel for PFET is to use embedded Si$_{1-x}$Ge$_x$ (e-SiGe) as a stressor, as shown in Fig.4. The Si in the source/drain (S/D) region is etched away, and e-SiGe is grown in the S/D region. Because Ge atom is larger than Si atom, it applies pressure onto the channel region, which causes a decrease in lattice constant of Si in the channel. SiGe to SiGe proximity is defined as $L$ in Fig.5. The strain maps were generated based on Hytch et al.s’ method and the data processing is based on geometrical phase analysis developed earlier[2, 3].

Fig.5a shows a deformation map for a PFET device with an e-SiGe to e-SiGe distance of about 130 nm ($L$) and a Ge concentration of 17%[14]. The map is extracted from a dark field hologram obtained on a...
2010F instrument operated with dual lens mode. The dark field image was obtained by moving the objective aperture to <220> spot (Fig.1b). The objective lens was operated at OL= 5.0. Fig.5b shows a vertical profile of the change in d spacing along <220> direction. The deformation under the channel is measured at -0.6%. Fig.6a shows a deformation map for a PFET device with L of 56 nm and Fig.6b and Fig.6c is the vertical profile and horizontal profile of lattice constant change in the channel and in SiGe region, respectively. In order to obtain map for the smaller device, we increase OL to 5.5 to obtain 1 nm fringe spacing for the hologram. Fig.6b shows the lattice deformation scan along vertical direction with -0.65% at the surface of Si and 1.1% at SiGe surface. Fig.6c shows the line scan 3 and 4 parallel to the channel. Line scan 3 and 4 has more noise than line scan 1 and 2. That is due to the data processing, where the derivative direction is along x direction.

Both strain maps shows strain at the Si surface is highest. In addition, the gradual change between SiGe and Si at the bottom of e-SiGe is observed, indicating SiGe is fully strained to get maximum strain in the channel region (Fig.6b). Along the side wall of e-SiGe, between SiGe and channel Si, there is step function kind of change on both side of Si channel (Fig.6c). Both samples have over grown SiGe above channel Si surface. The lattice constant of SiGe above the surface of channel Si is large (Fig.6b), indicating fully relaxation of SiGe above channel Si surface.

**CBED measurement and nano-beam electron diffraction (NBD) measurement**

In CBED technique, the shift of high order Laue

---

**Fig. 6** (a) A strain map of <220>, $\varepsilon_{xx}$, from off-axis dark field hologram. SiGe proximity L is 56 nm.
(b) Vertical profile of the strain map under the gate. At the Si surface, -0.65% lattice constant change along x direction is observed (black curve of line scan 1) and at the SiGe surface, lattice constant is 1.1% of unstrained Si lattice (green curve of line scan 2).
(c) Horizontal scan under the channel. Red curve is for line scan 3 and green curve is for line scan 4.
zone (HOLZ) lines in the CBED pattern caused by strain is measured by comparing simulated CBED pattern with experimental one [15]. A pattern from unstrained Si is used for calibration. Fig.7a shows a dark field STEM image of PFET gate and four typical CBED patterns taken on the <430> zone axis at different depths below the gate of the same sample measured by dark field electron holography shown in Fig.5. Fig.7b shows channel strain profile along the electron flow direction of <220> with different depth under gate, reaching maximum compressive strain (lattice deformation) ~ -0.5% below the gate. The maximum compressive stress of ~824 MPa is calculated based on measured lattice deformation value and it is close to the simulated stress value of ~850 MPa at the same depth below the gate.

In nano-beam diffraction (NBD) technique, electron diffraction patterns are generated by a nano electron beam size of ~20 nm, positioned in the area of interest. Near parallel and nanometer size of the electron beam is achieved by decreasing convergent angle with a condenser aperture of 10 μm. Strain can be measured by comparing NBD patterns from the strain area of interest to the unstrained area, by measuring peak position of diffraction spot which has Gaussian distribution of diffraction intensity. Fig.8 shows a TEM image of PFET transistor with the same sample shown in Fig.5 and Fig.7 by dark field electron holography and CBED measurement, respectively, and corresponding NBD patterns from channel area and Si substrate. The TEM probe is positioned at the center of channel, just below the gate. Table 1 shows results of channel strain measured by NBD. Average strain measured by NBD along channel direction is about -0.50%, which is
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consistent with the measurement by CBED (-0.50%) and dark field electron holography in consideration of difference of spatial resolution with these techniques [16].

**Discussion**

We measured strain with three different techniques: dark field electron holography, converging beam electron diffraction (CBED), nano-parallel electron beam diffraction. In dark field electron holography measurement, we obtained -0.6% strain at the surface comparing with -0.5% strain obtained by CBED and nano-beam diffraction on the same sample. The difference can be attributed to the spatial resolution difference. For dark field electron holography, the strain map has about 3 nm spatial resolution, which allows us to measure the strain near the top surface, where the strain is highest; while for CBED and NBD, the spatial resolution is about 20 nm, which results in a lower strain measurement on the same sample. Overall, the data are consistent with each other.

These three techniques have their advantage and disadvantage. For instance, dark field electron holography can provide map quickly and it also has a spatial resolution to 3 nm and smaller with dual lens operation. However, the data process cannot tell us whether it is positive or negative strain. Additional reference is needed, such as nano-beam diffraction to get the sign of the strain. The nano-beam diffraction is easy to acquire, and yet, because the data is usually analyzed after the acquisition, large data storage space is needed for a line scan. It is impractical at this moment to acquire nano-beam diffraction map, because of data storage issue. CBED is in similar situation as of nano-beam electron diffraction. Because of its large data storage space required, CBED measurement is limited to lines scan only for the moment. In the future, nano-beam diffraction map acquisition is possible, if the data storage issue can be resolved.

For nano-beam diffraction, if one wants to decrease the probe size to improve spatial resolution, the converging angle would increase. The relationship between probe size and converging angle in diffraction limited condition can be written as the following equation [17]:

$$\alpha = \frac{0.6\lambda}{d}$$

where $\alpha$ is the converging angle, $\lambda$ is the wavelength of the electron beam, and $d$ is the probe size. For 3 nm probe, the converging angle increase to about 0.5 mrad from 0.07 mrad of 20 nm probe size. Increasing converging angle results in a disk like diffraction pattern, which means that accuracy of

![Fig. 8](image.png)
lattice parameters measurement would get worse. We did the comparison between electron holography measurement with dual lens operation and nano-beam diffraction measurement, we concluded that the spatial resolution of nano-beam diffraction is close to, but not as good as the measurement from dark field electron holography, neither the accuracy of the measurement in comparison with the one of dual lens dark field electron holography [18]. Therefore, dark field electron holography with dual lens operation has its advantages in terms of spatial resolution and accuracy of lattice constant measurement, in addition to the 2-D mapping capability.
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Table 1  Channel strain measured on <220> and <002> diffraction spot by NBD.

<table>
<thead>
<tr>
<th>Gate Number</th>
<th>$\varepsilon_{220}$</th>
<th>$\varepsilon_{002}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate1</td>
<td>-0.40%</td>
<td>+0.18%</td>
</tr>
<tr>
<td>Gate2</td>
<td>-0.60%</td>
<td>+0.28%</td>
</tr>
<tr>
<td>Gate3</td>
<td>-0.50%</td>
<td>+0.16%</td>
</tr>
<tr>
<td>Gate4</td>
<td>-0.40%</td>
<td>+0.16%</td>
</tr>
<tr>
<td>Gate5</td>
<td>-0.40%</td>
<td>0</td>
</tr>
<tr>
<td>Gate6</td>
<td>-0.40%</td>
<td>+0.24%</td>
</tr>
<tr>
<td>Gate7</td>
<td>-0.46%</td>
<td>+0.23%</td>
</tr>
<tr>
<td>Gate8</td>
<td>-0.65%</td>
<td>-0.35%</td>
</tr>
<tr>
<td>Average</td>
<td>-0.50%</td>
<td>+0.20%</td>
</tr>
</tbody>
</table>
Adapting a JEM-2100F for Magnetic Imaging by Lorentz TEM

Amit Kohn and Avihay Habibi
Department of Materials Engineering and the Ilse Katz Institute for Nanoscale Science and Technology, Ben-Gurion University of the Negev

Lorentz TEM enables to map quantitatively magnetic induction fields in the sample. A specifically designed objective lens, a coherent electron source, and a biprism filament can achieve magnetic imaging at the nanometer scale through off-axis electron holography experiments. However, this equipment is specialized and therefore not suited to many microscopy labs. In this article, we describe an adaptation of a conventional JEM-2100F for Lorentz phase microscopy, namely Fresnel-contrast imaging. Since a biprism filament is installed on this microscope, we evaluate the capabilities of the Fresnel-contrast magnetic imaging. We show that a relatively simple and low-cost adaptation enables quantitative magnetic and electrostatic mapping on a conventional TEM.

Introduction

The development of new magnetic materials, e.g. for information storage devices, requires the characterization of the structural, chemical, electronic and magnetic properties of these materials at the nanometer and even atomic scale. Transmission electron microscopy (TEM) is a versatile tool for materials characterization that contributes significantly towards all these goals [1]. Amongst the capabilities of electron microscopy is the so-called 'Lorentz TEM', which enables to map quantitatively the magnetic and electrostatic fields of the material at the nanometer scale. In addition, in situ experiments are performed to image the micromagnetic structure while subjecting the specimen to magnetic and electrical fields [2, 3].

A combination of a specifically designed objective lens, a coherent electron source, and a biprism filament enables magnetic mapping at a spatial resolution in the nanometer scale, e.g References [4,5]. However, such a combination is specialized and expensive, therefore not suited for most electron microscopy labs.

In this report, we describe an adaptation of a conventional JEM-2100F for Lorentz TEM, and show that achieving Fresnel-contrast imaging is straightforward. Since this microscope has a coherent electron source, and is equipped with a biprism filament, we also report on the off-axis holography characteristics under these conditions. Electron holography enabled us to examine the quantitative capabilities of Fresnel-contrast imaging in the modified TEM for magnetic mapping.

The outline of the paper is as follows: The requirements for adapting a microscope for Lorentz TEM are presented. Following this, the modifications of the JEM-2100F are described. The relevant optical parameters of the adapted microscope are then characterized. We present an example of magnetic imaging both in Fresnel-contrast, and electron holography in order to demonstrate and evaluate the quantitative capability of the adapted microscope. Finally, we show that low-angle electron diffraction is also possible using free-lens control.

Requirements

The initial requirement for performing Lorentz TEM is to position the sample in a region free from external magnetic fields. Many samples of interest are based on soft magnetic materials, namely their coercivity is under 50 Oe. Consequently, the magnetic field in the region of the sample should be less than several Oe. In addition, during the insertion of the holder through the load-lock, the sample should not be subjected to significant stray magnetic fields from the column. Therefore, the first stage is to close the current supply to the objective lens, and use the objective mini-lens instead (calculated focal length of 42 mm, 10% accuracy).

Lorentz TEM is often used for in situ experiments. A typical research interest is to examine the development of the micromagnetic structure with applied external field. A basic method to achieve this is by using the objective lens to generate a magnetic field along the optic axis. The sample is then tilted to apply both an
in-plane and out-of-plane magnetic field (see inset of Figure 1). Tilting of the sample is necessary because for soft magnetic materials, the magnetic moments reside in-plane. In recent years, there is increased technological interest in perpendicular magnetic media, which is based on hard magnetic materials. Here, there is an advantage to apply large magnetic fields (possible up to approximately 2 Tesla using the objective lens) along the optical axis, perpendicular to the sample plane.

When using the objective mini-lens, the magnification range should enable magnetic mapping at nanometer resolution: A pixel calibration of the CCD at around 1 nm is sufficient for Fresnel-contrast imaging.

Finally, the aberrations of the microscope should be characterized in order to evaluate the imaging capabilities of the microscope. For Lorentz TEM in a conventional microscope, the relevant aberrations are mainly the spherical aberration, $C_s$, and the defocus distance. Measuring $C_s$ and calibrating the defoci distances can then enable quantitative analysis of the Fresnel-contrast images by comparison to image simulations.

**Adaptation and characterization**

The first step of the adaptation was to extend the magnification range of the objective mini-lens. Lens settings were obtained from JEOL to extend the magnification from the usual maximum setting of 6kX up to 40kX. The latter magnification is sufficient for the spatial resolution required both in Fresnel-contrast imaging and for electron holography. At a nominal magnification of 40kX, the pixel calibration is approximately 0.25 nm on a 2048 × 2048 Gatan Ultrascan Charge-Coupled-Device (CCD).

At this stage, the residual field was measured with a Hall probe that was incorporated onto a sample holder. The typical residual magnetic field measured on the sample was approximately 190 Oe. While this residual field is small compared to the regular operation of the objective lens, it will saturate most soft magnetic materials.

Reduction of the remnant field is necessary, and can be achieved by applying a current to the objective lens. Setting 34.4 mA to this lens decreased the residual field to approximately 0.1 Oe. The required current can be reduced by degaussing the objective lens, namely cycling the applied current on the objective lens in decreasing magnitude from 1 Ampere. After the degaussing procedure (approximately 2 minutes), a reduced current of under 22 mA is applied to reduce the remnant field to approximately 0.1 Oe.

The stability of this low field was examined to determine the duration of experiments that can be undertaken. The residual field increased at a rate of 0.2-0.3 Oe per hour, meaning that experiments spanning 4 hours can be conducted while ensuring that the residual field at the sample is less than 1 Oe. The stability of the residual field was examined with the change of magnification. Starting from the highest magnification setting of 40kX, the field increased approximately linearly up to 0.5 Oe when reducing the magnification down to 8kX. When the magnification setting was further reduced, the residual field increased to over 4 Oe at 6kX, further increasing to above 6 Oe at the lowest magnifications. A similar change of the residual field was measured when starting at low magnifications and then increasing the magnification. This observation can be explained by the new lens setting of the objective mini-lens. Since the magnification range was increased beyond 6kX, the current applied to the objective mini-lens changes, which results in a change in the magnetic field applied to the sample.

The residual field was also examined with the change of current or defocusing of the objective mini-lens. This measurement is relevant for Fresnel contrast imaging, where the typical defoci distances span from tens to hundreds of micrometers. For underfocus, the field increased to over 0.2 Oe, 0.3 Oe, and 0.4 Oe up to defoci distances of 100 μm, 400 μm, and 900 μm, respectively. For overfocus, the residual field was stable, below 0.3 Oe, up to a defocus distance of 900 μm.

We conclude that a residual field of under 1 Oe can be maintained in the sample region with the use of the objective mini-lens over a wide range of magnifications and defoci distances, and during experiments conducted for several hours.
After reducing the residual field, the magnetic field was measured when removing and inserting the sample holder with the Hall probe. A maximum field of 2 Oe was measured during this process. Therefore, the insertion of the sample is not expected to affect the micromagnetic structure of the sample.

As previously explained, the objective lens can be used to apply a magnetic field on the sample. In Figure 1, the field, measured in the applied current range of approximately 40 mA to 2 mA is presented, equivalent to magnetic fields spanning between -100 to +100 Oe. This result shows a linear response, which can be further extended by increasing the current on the objective lens.

The next stage is to characterize the aberrations of this Lorentz setup. For magnetic imaging and phase reconstruction at the nanometer scale resolution, the two important aberrations to measure are the spherical aberration, $C_s$, and the defocus distance. Calibrating the defoci distances as a function of the objective mini-lens current is also required for choosing the correct Fresnel-contrast conditions and quantifying the results.

The two aberrations were measured using the methodology outlined in Reference [6]. Figure 2(a) shows the calibration of the defoci distances. The minimum defocus step is $3.02 \pm 0.01 \mu m$. This focal step is small enough for Fresnel contrast imaging. However, when finer control is needed, for example to achieve the Gaussian defocus, then the $z$-axis of the stage can mechanically translate the sample by steps of 0.3 $\mu m$ (verified by the above mentioned methodology). Figure 2(b) shows the measured $C_s$ for the various defoci distances. The average measurement of the spherical aberration is $4.61 \pm 0.17$ m, while the chromatic aberration was calculated to be 87 mm. The point resolution of this low magnification, Lorentz set-up is therefore approximately 2 nm.

Figure 3 is a comparison of bright-field TEM images of gold nanoparticles, sputter-deposited on an amorphous carbon film, obtained with the adapted Lorentz mode (left) and with the conventional TEM imaging (right). While degradation in the image quality is observed, a spherical aberration of several meters still enables imaging with nanometer resolution.

We now demonstrate the electron holography capabilities of this setup. The JEOL biprism filament (0.6 $\mu m$ in diameter) was positioned perpendicular to the insertion direction into the microscope column in order to minimize mechanical vibrations. Figure 4(a) shows both the fringe spacing and hologram width as a
function of applied voltage to the biprism. Figure 4(b) shows the contrast of these holograms, which in all cases was found to be over 10%. The acquisition time was set at 2 seconds. Longer recordings of holograms resulted in a deterioration of the contrast due to instabilities, mostly associated with the laboratory environment.

The holograms were recorded at a nominal magnification of 40kX. The width of the hologram that can be achieved in the low-magnification, Lorentz setting is larger than in regular TEM operation, reaching up to 1.2 μm. Such an increase may still not be sufficient for some magnetic imaging applications, for example when a large field of view across a thin film is required, or when the interaction between patterned elements or particles is examined.

**Example: magnetic imaging of a patterned element**

We demonstrate the magnetic imaging capabilities of the adapted Lorentz TEM on patterned magnetic elements. These elements were fabricated by depositing nominally 40 nm thick Permalloy (Ni$_{80}$Fe$_{20}$) films on Si$_3$N$_4$ membranes using electron-beam lithography and lift-off processing. Here, we show an example of a square element, with a side length of 0.5 μm. A bright-field image, obtained in the Lorentz mode, of this element, presented in Figure 5(a), highlights the polycrystalline structure of the Permalloy film. Figures 5(b,c) are Fresnel-contrast images, under- and over-focus, respectively, of 399 nm. Qualitatively, the bright and dark bands in the image, originating from domain walls, show a micromagnetic flux-closure structure. This structure can be characterized quantitatively by applying the ‘Transport-of-Intensity’ equation (TIE). The TIE is derived from a paraxial form of the flow conservation equation, which is obtained by applying the Schrödinger equation to an electron in a field-free region.[7, 8] Phase reconstructions were carried out using the Fourier transform-based approach of solving the TIE developed by Nugent et al., (e.g. References [9, 10]) with the commercially available ‘QPt’ software.[11] Alignment of the defocused images was done using the ‘Align 3_TP’ plugin for ImageJ.[12]

An example of phase reconstruction for defocused images of 399 μm is shown in Figure 6(a). The result is presented in the form of an equiphase contour map.
spaced at 1 radian between lines. This representation is convenient for magnetic mapping because the direction of the induction vector is along the equiphase line, and the magnitude of the vector is determined by the proximity of the contour lines (or gradient) perpendicular to the vector direction.

To test the reconstructed phase, we compare this result to off-axis electron holography measurements and Fresnel-contrast image simulations. Figure 6(b) is a phase-contour map of the same square Permalloy element measured by electron holography. Note that this result demonstrates two relative drawbacks compared to Fresnel-contrast imaging: the limited field of view, and the lack of a reference hologram from the vacuum, which degrades the quality of the reconstruction. Figure 6(c) is a phase-contour map calculated theoretically: The micromagnetic structure was first found by solving the time-dependent Landau-Lifshitz-Gilbert equations with the ‘OOMMF’ NIST package.[13] The magnetization distribution enables to determine the phase change of the electron wave. Following this, Fresnel-contrast Lorentz TEM images were simulated based on a code developed by McVitie et al.[14] The calculation of the Fresnel-contrast images used here also include the optical parameters of this Lorentz TEM setting, the electrostatic potential of the sample, the change in amplitude of the electron wave due to the sample, and the shot-noise of the CCD. Finally, the phase was reconstructed from these simulated images using the TIE approach, shown in Figure 6(c).

A comparison of the phase values along the direction denoted schematically by the red line in Figure 5(a) is shown in Figure 5(d) for the off-axis holography measurements and the TIE reconstruction of Fresnel-contrast images at 201 μm and 399 μm. These phase line-scans show the typical electrostatic step at the edge of the element due to the change in the mean inner potential as well as the linear slopes within the sample due to the magnetic domain structure.

These comparisons are in agreement with the expected theoretical values, and show that quantitative magnetic mapping is indeed achieved to a good level in the adapted Lorentz TEM. Increasing the defocus distance increases the Fresnel contrast, which is useful for qualitative analysis. However, both the magnetic reconstruction and spatial resolution are degraded compared to reconstructions achieved with smaller defocus distances or electron holography.

Finally, an additional, indirect method to characterize the micromagnetic properties of the sample in the TEM is by low-angle electron diffraction (LAED). In this mode, the splitting of the central undiffracted beam is observed due to the Lorentz force. In the adapted JEOL JEM-2100F, this measurement was demonstrated by using ‘free-lens control’ of the intermediate lenses until the back-focal plane was observed on the viewing screen. Figure 7 shows an example of a LAED obtained from a continuous Permalloy film sample, 45 nm thick. Figure 7(a) is a Fresnel-contrast image of a single domain region in the film showing typical ripple-contrast. The inset in the top left part of the image shows the central undiffracted beam in the back focal plane. In comparison, Figure 7(b) is a Fresnel-contrast image of a region including two magnetic domains. The domain wall is clearly visible as the white band, and the change of ripple-contrast on either side of the wall indicate the orientation of the magnetic moments within the domains. In this case, the LAED, shown in the inset in the top left hand corner of Figure 7(b) shows the splitting of the central beam. The deflection between the two spots is under 60 μrad, namely more than two orders of magnitude smaller than deflections measured for typical Bragg reflections.

**Summary**

Characterization of magnetic fields at the nanometer scale is important for the development of new materials.
and devices. In this paper, we describe the adaptation of a conventional JEM-2100F to enable such measurements. Using a relatively simple and low-cost approach, Fresnel-contrast imaging is achieved while the sample is subjected to a field lower than 1 Oe during extended periods and over a wide range of microscope settings. Quantitative magnetic and electrostatic mapping of sub-micrometer magnetic structures at nanometer resolution has been demonstrated.
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A New WDS Spectrometer for Valence Electron Spectroscopy Based on Electron Microscopy

Masami Terauchi, Hideyuki Takahashi, Nobuo Handa, Takanori Murano, Masato Koike, Tetsuya Kawachi, Takashi Imazono, Masaru Koeda, Tetsuya Nagano, Hiroyuki Sasai, Yuki Oue, Zeno Yonezawa and Satoshi Kuramoto

A new WDS spectrometer for a transmission electron microscope has been constructed. This spectrometer can cover an energy region from 50 eV to 3800 eV by using four aberration-corrected gratings for flat-field optics. By using a newly designed and manufactured grating of JS50XL for 50-200 eV, soft-X-ray emission spectra of simple metals of Mg, Li, Al and Be were measured. Those intensity profiles correspond to partial density of states of valence electrons (bonding electrons) and also showed clear Fermi edges (top of the occupied state). At the Fermi edge of Mg-L emission (49.5 eV), an energy resolution was evaluated to be 0.16 eV. Si-L emission spectra of Si and TiSi2 show a difference in those intensity distributions, indicating different valence-electron states for those materials. A comparison of B-K emission spectra of CaB6 and LaB6, which were obtained by using another grating of JS200N, is shown. A clear Fermi edge was also observed for LaB6 at about 187 eV with an energy resolution of 0.4 eV.

Introduction

Recent tendency for miniaturizing semiconductor devices and developing new functional materials with nanometer scale size are eager for new evaluation methods not only for structural and elemental analyses but also for state analysis (physical properties) based on microscopy. Physical properties strongly depend on the electronic structure of valence electrons (bonding electrons). Thus, a high energy-resolution spectroscopy for valence electrons with a high spatial-resolution is extremely important to evaluate new functional materials. One promising way is an introduction of a valence-electron spectroscopy into electron microscopy.

Electron energy-loss spectroscopy (EELS) based on transmission electron microscopy (TEM) can obtain excitation spectra of valence electrons (transition “a” in Fig.1), which include information on dielectrics (refractive index, bandgap energy, interband transition energies), from identified nanometer-scale specimen areas. The imaginary part of a dielectric function is proportional to the joint density of states of valence and conduction bands. Recent developments of monochromators for TEM enable us to examine physical properties in near infra-red energy region of nanoparticles [1] and also fine structures of partial density of states of conduction bands of nanometer scale specimen areas [2]. However, the density of states of valence electrons (bonding electrons) cannot be directly obtained by EELS.

For obtaining the density of states of valence electrons, soft-X-ray emission spectroscopy (SXES) instruments by using aberration corrected (varied-line-spaced) gratings have been introduced to transmission electron microscopes [3,4]. Especially, emissions due to electronic transitions from valence bands to an inner-shell level (transition “d” in Fig.1) are important. X-ray emissions due to transitions “c” in Fig.1, which is usually used for elemental analyses, do not have information on the density of states of valence bands. Combinations of SXES and EELS can figure out the total electronic structure from valence bands to conduction bands [3,5]. The energy resolutions of those SXES instruments...
are better than 1 eV for energies lower than 400 eV. This resolution is comparable to those of conventional X-ray photoelectron spectroscopy (XPS) or electron spectroscopy for chemical analysis (ESCA) instruments. The charging problem of a specimen in XPS/ESCA experiments, which causes a shift of a spectrum, does not come out in SXES experiments, because a soft-X-ray emission originates from an electronic transition inside a material. Furthermore, SXES instruments do not need an ultra-high vacuum condition due to a larger absorption length of soft-X-ray photons than a few tens nm. However, SXES method is inferior in detection efficiency compared to that of EELS due to a small efficiency of soft-X-ray emission and a small solid-angle for detection of spectrometers. Thus, an application of those SXES instruments to an electron probe microanalyzer (EPMA), which usually uses a much more beam current than that of a transmission electron microscope, overcomes the problem of pure S/N in soft-X-ray emission spectra obtained by transmission electron microscopes. This application will provide a valence electron spectroscopy method to examining an origin of a physical property with microscopy for a wide variety of materials developments.

In this report, results of a new SXES spectrometer attached to a transmission electron microscope are presented.

Instrumentation[6]

The present test SXES instrument has been designed to cover an energy region from 50 eV to 3800 eV by using four aberration-corrected (varied line-spaced; VLS) laminar-type gratings. This SXES spectrometer is based on flat-field grazing-incidence optics. Since a solid angle of this optics is small, it is not so difficult to incorporate an SXES instrument with an electron microscope without any change in electron optics. A demerit of a small detection efficiency due to a small collection angle can be recovered by a few times using X-ray collection mirrors and dominantly by a high beam-current in case for EPMA/SEM.

Figure 2(a) shows a photo of the test SXES instrument attached to a transmission electron microscope of JEM-2010. This spectrometer is composed of a pair of X-ray collection mirrors, four VLS gratings and two detectors. The X-ray collection mirrors have gold surfaces and a length of 14 cm along the incoming X-ray path. Two VLS gratings (JS50XL and JS200N) among the four were used for present experiments. The upper detector in Fig.2(a), which is a CsI-coated two-stage multi-channel plate (MCP) optically coupled with a conventional front-illumination-type charge-coupled device (CCD) camera, is usually used for a lower energy region. An effective pixel size on MCP plane was evaluated to be 24 μm. Another detector (lower one) is a back-illuminated type CCD (direct CCD) without an anti-reflection coating with a pixel size of 12 μm. This smaller pixel sized detector has an advantage for obtaining high energy-resolution for a smaller energy-dispersion condition for higher energy X-rays.

A combination of a VLS grating of JS50XL, which covers from 50 eV to 200 eV, and the MCP+CCD detector was applied for measurements of Mg-L, Li-K, Al-L, Si-L, and Be-K emissions. This grating has an Au-surface and an average groove density of 1200 lines/mm. The incident angle of X-ray is designed to be 86 degs. A solid angle for this combination with present X-ray collection mirrors was calculated to be 2.1 msr. The optics of this grating is shown in Fig.2(b).
The same one has already been applied to EPMA [7]. For B-K emission measurements, a VLS grating of JS200N, which covers from 150 eV to 350 eV, and the direct-CCD detector were applied. This second grating has a Ni-surface and an average groove density of 1200 lines/mm. The incident angle has been designed to be 87 degs, which is a little smaller than that of JS50XL.

In the following experiments, an accelerating voltage of the TEM was 100 kV. Beam size on specimen area was varied from 0.6 μm to 5 μm to escape from irradiation damage. A parameter AQ (nA·min), a beam current (nA) × an acquisition time (min), is used for presenting acquisition conditions in this report.

**Mg-L and Li-K emission spectra**

Figure 3(a) shows a Li-K emission spectrum (V.B.→K-shell) of Li and a Mg-L emission spectrum.

---

**Figure 2**
(a) Photo of a newly constructed SXES instrument attached to a transmission electron microscope of JEM-2010. Upper detector is a multi-channel plate (MCP) optically coupled with a conventional front-illumination-type CCD camera. Lower one is a back-illuminated type CCD camera for direct detection of soft-X-ray. (b) A schematic figure of optics of the newly designed and manufactured grating of JS50XL for 50-200 eV.

**Figure 3**
(a) Mg-L emission spectrum (V.B.→L-shell) of Mg-metal and Li-K emission spectrum (V.B.→K-shell) of Li-metal. The energy resolution at $E_F$ of the Mg-L emission spectrum was evaluated to be 0.16 eV. Core-hole effect in Li-K emission, suppression of intensity just below $E_F$, is seen. (b) A glove box and a specimen transfer holder, attached to the glove box, used for a preparation of Li-metal specimen.
(V.B.→L-shell) of Mg. AQs for Li-K and Mg-L were 950 nA·min and 400 nA·min, respectively. Since Li-metal is easily oxidized and/or nitrided in the air, a piece of Li-metal was mounted on a specimen transfer holder (JEOL-EM050611) attached to a glove box, and transferred to the SXES-TEM instrument. During the preparation and transfer processes, the specimen was kept under an Argon atmospheric condition. For this purpose, Ar gas was also used for the pre-pumping system of the transmission electron microscope. This transfer system is shown in Fig.3(b). A negligible hump at about 50 eV of Li-K emission may indicate little oxidization of metal surface during the specimen preparation.

Each spectrum shows a clear Fermi edge at the right-hand side end of each intensity distribution. A Fermi energy position (E_F), marked by x at the middle of each Fermi edge, corresponds to the top of the occupied energy level of each metal. The energy resolution at E_F of the Mg-L emission spectrum was evaluated to be 0.16 eV. Li-metal and Mg-metal are simple metals. Then, the electronic structure can be described by a free electron model. Thus, intensity distributions I(E) of the lower part (apart from E_F) of those spectra are expected to be written as I(E)_{Mg-L} ∝ E^{3/2} (density of states of s-symmetry) and I(E)_{Al-L} ∝ E^{3/2} (density of states of p-symmetry) due to the dipole selection rule (the effect of transition matrix) [8]. E_F is an energy measured from the bottom of V.B. An energy dependence of transition matrix elements, E^{1/2} (E: photon energy), can be now omitted because an interested energy region is limited [8]. Experimental intensity distributions seem like those ways, indicating that the free electron model is appropriate for those metals.

Since Li has one valence electron per atom, the Fermi surface of a free electron model does not touch Brillouin zone boundary. Thus, the intensity profile is expected to be simple as I_{Li,K}(E_F) ∝ E^{3/2}. However, it is clearly seen that the intensity just below E_F is apparently suppressed, indicated by an arrow, apart from E^{3/2}. This discrepancy in Li-K emission has been explained by the effect of 1s core-hole, which exists before an electronic transition from V.B. [9,10].

In case of Mg, which has two valence electrons per atom, the Fermi surface of a free electron model has some interaction with Brillouin zone boundary. The peak, observed just below E_F, indicated by an arrow, can be explained by the band-structure effect [11] and also the previous core-hole effect, which works to increase the intensity in case for L-emission [10].

**Al-L and Be-K emission spectra**

Figure 4 shows an Al-L emission spectrum (V.B.→L-shell) of Al and a Be-K emission spectrum (V.B.→K-shell) of Be. AQs for Al-L and Be-K were 560 nA·min and 390 nA·min, respectively. In the Be-K emission spectra, a secondary diffracted intensity by the grating is also seen at a half of the energy of 1st order diffracted intensity at around 110 eV. Each spectrum shows a clear Fermi edge at the right-hand side end of each intensity distribution. A Fermi energy position, marked by x at the middle of each Fermi edge, corresponds to the top of the occupied energy level of each metal. The energy resolution at E_F of the Al-L emission spectrum was evaluated to be 0.2 eV.

Aluminum has three valence electrons per atom. Then, the Fermi sphere of a free electron model extends to higher Brillouin zones. Thus, intensity distribution is obeyed to I(E) ∝ E^{3/2} in the lower part of V.B. as in the case of Mg-L emission and is affected by the band-structure in the upper part of V.B. The intense peak just below E_F has been explained by a presence of d-symmetry component [8].

Beryllium has two valence electrons per atom. Then, it can be expected a band-structure effect due to a larger free electron Fermi sphere than that of Li-metal. Thus, intensity distribution is obeyed to I(E) ∝ E^{3/2} in the lower part of V.B. as in the case of Li-K emission and is strongly affected by the band-structure in the upper part of V.B. The delayed peak structure is well similar to a calculated density of states [12].

---

**Fig. 4**  Al-L emission spectrum (V.B.→L-shell) and Be-K emission spectrum (V.B.→K-shell). Each spectrum shows a clear Fermi edge. E_F position, marked by x at the middle of each Fermi edge, corresponds to the top of the occupied energy level of each metal. The energy resolution at E_F of the Al-L emission spectrum was evaluated to be 0.2 eV. Different characteristics in intensity profiles below E_F can be understood by the band-structure.
Si-L emission spectra

Figure 5 shows Si-L emission spectra (V.B→L-shell) of Si and TiSi2. AQs for Si and TiSi2 were 150 nA·min and 300 nA·min, respectively. Due to the dipole selection rule, intensity distributions correspond to \( s+3d \)-symmetry of the V.B. Since Si crystal is a semiconductor formed by covalent bonding of sp\(^2\) orbitals, intensity distribution of Si should correspond to s-symmetry part of V.B. It is seen that s-symmetry component contributes largely in the lower part and smaller in the upper part of V.B. Inversely, p-symmetry component possesses dominant part in the upper part and lesser in the lower part of V.B. [8]. The spectrum shows four structures as indicated by vertical lines. Those are assigned to special points of \( L_2' \), \( L_1 \), \( X_4 \) and \( L_6 \) in the band diagram [13]. TiSi2 has been an interested conducting material in large-scale integrated circuit technology and a field-emission property of nanowires. Recently, Si/TiSi2 heteronanostuctures are attracting interest as a memory device [14] and an electrode material for energy storage [15]. Width of V.B. of TiSi2 is almost the same with that of Si. The intense two peak structures, \( L_2' \) and \( L_1 \) in the lower part of V.B. of Si, may correspond to closely placed two peaks in TiSi2. It is noted that the relative intensity in the upper part of V.B. (indicated by an arrow) is increased in TiSi2 compared to that of Si. In a simple understanding for this change from Si seems a redistribution of s-symmetry component in V.B. of TiSi2. However, this intensity increase is reported to be a contribution of d-symmetry of Si, which interacts with 3d orbitals of Ti, based on a theoretical calculation [16].

It is seen that energy positions of top of the V.B., indicated by a vertical broken line, is almost the same for both materials within experimental accuracy. The relative energy shift of TiSi2 compared to Si can be evaluated by \( \Delta E_a-E_{g}/2 \) [8], where \( \Delta E_a \) is a chemical shift value of Si-L level in TiSi2 and \( E_g \) is an energy gap of 1.2 eV for Si. \( \Delta E_a \) is reported to be about 0.5 eV [17]. Then, \( \Delta E_a-E_{g}/2 \) is calculated to be -0.1 eV, which is consistent with present experimental results within the accuracy. A steep intensity increase at the top of V.B. in TiSi2 should be attributed to a presence of the Fermi edge.

B-K emission spectra

Figure 6 shows B-K emission spectra (V.B→K-shell) of CaB\(_6\) (semiconductor) and LaB\(_6\) (metal, well known cathode material). These intensity profiles have better signal to noise ratios compared to those to previous spectra. It is mainly due to a large AQ of 1560 nA·min for both spectra. Both materials belong to the same crystal structure of metal hexaborides MB\(_6\). A schematic figure of the structure is shown as an inset. Due to the dipole selection rule, K-emission intensity corresponds to p-symmetry component in the V.B. Since boron atom has 2s and 2p valence electrons, intensity distribution of B-K emission should have larger intensity for the upper part of V.B. This situation is opposite compared to that in L-emission stated above.

The main peak in each spectrum is due to B-B bonding states between B atoms of B\(_6\) cluster (intra-cluster orbitals), which are located at each corner of a cubic unit cell of the inset figure. The energy positions of the shoulder structures, indicated by vertical lines, are apparently different for the two materials. It may be due to a different B-B bonding length inside the cluster of the two materials [18]. The lower part of V.B. is assigned to inter-cluster bonding states labeled as B\(_6\)-B\(_6\). CaB\(_6\) shows a longer tail of B\(_6\)-B\(_6\) intensity, which may be due to shorter inter-cluster distances causing larger energy dispersion for inter-cluster bonding states. The most dominant difference between the two spectra is seen in the top part of the V.B. La and Ca atoms can transfer three and two electrons, respectively, to B\(_6\)-cluster network. Thus, higher energy levels should be occupied by electrons in LaB\(_6\) than those in CaB\(_6\). The spectrum of LaB\(_6\) clearly shows an additional intensity at the right-hand side of the dominant B-B peak (top of V.B.) compared to that of CaB\(_6\). It should be noted that a clear Fermi edge is seen corresponding

---

Fig. 5  Si-L emission spectra (V.B→L-shell) of TiSi\(_2\) and bulk silicon. Due to the dipole selection rule, intensity distributions correspond to s+3d-symmetry of V.B. Intensity distribution shows that the s-symmetry is dominant in the lower part of V.B. Four structures labeled as \( L_2' \), \( L_1 \), \( X_4 \) and \( L_6 \) on the spectrum of Si correspond to special points in the band diagram.
to a metal nature of this material. The energy resolution at $E_F$ was evaluated to be 0.4 eV. The Fermi level exists in a hybridized band of B-$2p$ and La-$5d$ orbitals [19].

**Conclusion**

A newly designed soft-X-ray spectrometer attached to a conventional transmission electron microscope has extended the detection lower limit from 60 eV to 50 eV by using a new VLS grating of JS50XL. This spectrometer enables us to detect Li-K emission from an identified specimen area by electron microscopy. Not only characteristic intensity distributions of K- and L-emissions of simple metals but also a core-hole effect in Li-K emission were observed. Structures in L-emission of Si were assigned to special points in the band diagram. The Fermi level in a cathode material of LaB$_6$ has been clearly observed. Thus, it is successfully shown that this SXES instrument provides a new valence electron spectroscopy method for chemical analyses not only for a wide variety of new functional materials developments but also for basic research of compounds.
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**Fig. 6** B-K emission spectra of CaB$_6$ and LaB$_6$. Due to the dipole selection rule, intensity distributions correspond to $p$-symmetry of V.B. Intensity distribution shows that the $p$-symmetry is dominant in the upper part of V.B. The most dominant difference between the two spectra is seen in the top part of V.B. The spectrum of LaB$_6$ clearly shows a Fermi edge corresponding to a metal nature of the material. The energy resolution at $E_F$ was evaluated to be 0.4 eV.
Electron Microscopic Study and X-ray Probe Microanalysis of the Liver of LEC Rat, an Animal Model of Wilson Disease
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Microanalysis using JEOL JEM-2010 and JEM-2800 could provide important information on trace elements in LEC rat livers. Copper appeared with sulfur, while iron coexisted with phosphorus and oxygen in acid phosphatase-positive dense bodies. It is likely that cuprothionein and iron protein are stored in the lysosomal system of hepatocytes and Kupffer cells. Therefore, LEC rats may be a good model for studying the pathogenesis of progressive liver disease in Wilson disease.

Introduction

Morphological identification of lysosomes was established by acid phosphatase reaction [1]. Pericanalicular lysosomes exhibited lead deposits after incubating liver slices with a lead and phosphate solution under acidic condition. Transitional elements, copper and iron, are stored in lysosomes as detoxified forms of cuprothioneins and hemosiderins, respectively. Genetic background of adult-onset storage diseases in the liver remained undetermined until 1993 when ATP7B was cloned in patients with Wilson disease (WD) [2]. In 1996, HFE was first cloned in patients with hemochromatosis, followed by TFR2 of non-HFE hemochromatosis. These storage diseases of the liver were named secondary lysosomal diseases due to genetic defects of extracellular molecules [3].

Light microscopy is a standard laboratory examination of the modern pathology, but has a drawback in detecting heavy metal toxicoses. Special staining methods such as rhodanine and rubeanic acid for copper, and Berlin blue for iron are needed. It must be kept in mind that negative results do not rule out overloading, namely toxic effect of transition metals. Aggregation of metal-rich lysosomes may be needed in positive histochemical staining, or minimal overloading of metal in lysosomes may be toxic [4].

Electron Microscopy is widely used in clinical diagnosis and pathological investigation. Structural changes of intracellular organelles provided by electron microscopy are important information for understanding disease mechanism of patients and animal models. In addition, X-ray microanalysis, especially energy dispersive X-ray microanalysis (EDX), realizes detection of not only trace element deposits but also compositional pattern of heavy metal complexes [5].

Materials and Methods

Two male LEC rats aged 16 weeks were purchased from Chubu Kagaku Shizai Inc. (Nagoya). Hepatectomy was performed under anesthesia. As a standard study using transmission electron microscopy, pieces of liver specimens (1 mm³) were fixed with 2% glutaraldehyde in 0.1 M cacodylate buffer for 3 days, and post-fixed with 0.1% osmic acid solution buffered with 0.1 M cacodylate buffer, pH 7.2, for 45 min [12]. To identify lysosomes under
electron microscopy, portions of liver tissues were fixed in 4% paraformaldehyde at 4°C, and 0.1 M cacodylate buffer, pH 7.2, for 60 minutes. After rinsing in 0.1 M cacodylate buffer at 4°C, pH 7.2, with 0.25 M sucrose, specimens were sliced in agar gel. Sections were incubated in 0.05 M acetate buffer, pH 5.0, with lead nitrate, sucrose, and 3% β-glycerophosphate, pH 5.0-5.2, at 37°C for 10 minutes, followed by a short rinsing period in distilled water [13]. Liver pieces were finally embedded in epoxy resin, TAAB812. Ultra-thin sections were mounted on gold grids. Sections unstained and stained with a 2% uranyl solution were examined under a transmission electron microscope (TEM; JEOL) and other JEOL microscopes (JEM-2010, JEM-2800) equipped with an EDX.

Electron microscopic study was first performed to visualize intracellular distribution of dense bodies in hepatocytes, Kupffer cells, and bile duct epithelial cells. Using an EDX of a JEM-2010, dense bodies in the hepatocytes, Kupffer cells, and bile duct epithelial cells were randomly exposed to electron beams for a short period. Lead was always identified in the dense bodies with acid phosphatase reaction. When copper or iron was identified in a particular dense body, the total number of X-rays yielded from the dense body was counted for 200 sec to complete an X-ray spectrum. Identification of the specific Kα X-rays of copper and iron was performed using an autoanalysis system equipped with the EDX. Co-existence of copper and iron was expressed as isolated Cu, compound Cu and Fe, and isolated Fe. Finally, the 2 dimensional distribution of iron or copper with other elements were mapped using scans of the dense body-rich cytoplasm with the EDX of a JEM-2800 for 480 sec. Multi-element X-ray spectrums at any pin point area were available after 2 dimensional scanning.

Results

Under electron microscopy, hepatocellular organelles including the nucleus, mitochondria, and dense bodies were visualized in ultrathin sections (Fig. 1). Combined with EDX, some characters of Cu- and Fe-positive dense bodies of hepatocytes were visualized. Cu-rich particles were diffusely dense, while Fe-rich particles were granularly dense. Kupffer cells contained a variety of dense bodies. Distribution of Cu and Fe was apparently different in these dense bodies (Fig. 2). After the acid phosphatase reaction, hepatocellular dense bodies became positive for lead precipitation. As a result, co-deposits of intrinsic elements of copper and iron, and extrinsic lead were identified in some hepatocyte dense bodies (Fig. 3). There was no significant

Fig. 1  Microanalysis of LEC rat hepatocytes. Transmission electron micrograph shows a variety of intracellular dense bodies (upper). There are 2 subtypes, Cu-rich dense bodies and Fe-rich ones identified by X-ray microanalysis (lower). Note that Fe-rich dense bodies are heterogeneous in matrices with fine grains. Fixed with 0.1% osmic acid and stained with uranyl acetate. (taken with a JEM-2010)

Fig. 2  Microanalysis of LEC rat Kupffer cells using a JEM-2010. Transmission micrograph shows a variety of intracellular dense bodies (left). Two dimensional imaging shows different distribution of Cu and Fe in dense bodies and their matrices (right). Fixed with 0.1% osmic acid and unstained.
lead precipitation outside of the dense bodies.

Two dimensional distribution of copper and iron was clearly visualized within lysosomes (Fig. 4). Iron was co-existed with phosphorus and oxygen, while copper appeared with sulfur. Intralysosomal localization of copper and iron seemed different.

**Discussions**

Wilson disease is primary copper toxicosis due to mutant ATP7B which can not transport Cu molecules inside the Golgi net work. As a result, copper accumulates in the cytoplasm secondary to impaired secretion of copper into bile. However, recent studies indicate the co-existence of copper and iron in patients with WD, especially in male patients after copper chelation therapy [8]. Similar observations with WD patients were obtained in the current study using the LEC rats, animal model of WD. Iron complex consists of phosphorus and oxygen, while copper makes complex with sulfur. Dense bodies either in hepatocytes or Kupffer cells were positive for acid phosphatase, supporting that both copper and iron are accumulated in lysosomes of parenchymal cells and reticuloendothelial cells, as cuprothionein and hemosiderin, respectively. The etiology of iron overload in the animal model of WD may be complex as human disease [14], but the main reason may be due to hypoceruloplasminemia. In the animal model, dietary iron may be fortified for higher fertility. LEC rats are representative of primary copper toxicosis and secondary iron overloading due to ferroxidase deficiency and dietary fortification.

In spite of primary copper toxicosis, liver specimens of young LEC rats around 16 weeks of age are not positive for histochemical copper staining such as rhodanine and rubeanic acid. Aggregation of copper-positive lysosomes around bile canaliculi is prerequisite for histochemical staining so that biochemical determination of hepatic copper is widely applied in most reports of LEC rat studies. In fact, not histochemical study but chemical determination of copper is recommended in international scoring system for diagnosis of WD [15]. Microanalysis used in this study is not routine examination in international scoring system for diagnosis of WD [15].

Energy dispersive X-ray microanalysis opened a way to study in vivo interaction of multi-elements. Using the JEM-2800, both information on intralysosomal distribution and coexistence with other elements was simultaneously obtained from LEC rat liver. Different pattern of copper deposits was obtained in hepatocytes and Kupffer cells, as well. Although the sensitivity of element detection is not different, but the time period consumed for one analysis is quite different between the JEM-2010 and the JEM-2800 (8 hrs vs. 8 min/ one imaging). Information on X-rays accumulated in a 2 dimensional analysis is also different. X-rays yielded from any spot area within the imaged field are reserved in a computer, and are reproducible after analysis.

Twenty years ago, using an EDX, we met a question of coexisting copper and iron in a male patient with WD. Now, we understand that iron also accumulates in the liver of WD due to concomitant low levels of serum ceruloplasmin, namely ferroxidase deficiency [8]. This hypothesis was supported by double overloading of copper and iron in animal model of LEC rats [9] and discovery of aceruloplasminemia by Miyajima [16]. The genetic disease was not a copper disease but one of iron overload syndromes.

Lysosomal deposits of iron complexes and cuprothioneins do not mean pathological conditions, but detoxification process by cellular defense mechanism. It is more important to detect toxic metal ions around the organelles essential to survive and resume the ability of reproduction. In the case of copper with a physiologically secretory route of bile ducts, copper retention is inevitable in WD and idiopathic copper toxicosis, but unusual in secondary pathological conditions. These include primary biliary cirrhosis and non-alcoholic steatohepatitis. Copper toxicosis in these conditions may be overcome with UDCA treatment [17].

In the case of iron which has no physiological route for excretion, iron overload may occur in a variety of pathological conditions. A small amount of lysosomal iron in CHC indicates iron-induced oxidative stress to hepatocytes infected with HCV. Complete removal of lysosomal iron is an effective treatment of refractory liver disease [18]. However, a large amount in lysosomal iron in hepatocytes does not affect hepatocytes of aceruloplasminemia [16]. Liver structures are intact even in aged patients. Low levels of serum iron and transferrin saturation indicates hepatocytes usually face with iron deficient state, probably except for a short postprandial period when iron is actively absorbed by inappropriately low setting of hepcidin regulation system. Iron, once trapped in lysosomes, can not utilize outside of lysosomes.
probably because transport across membrane is disrupted in aceruloplasminima. This may be a reason why patients with aceruloplasminima are not affected by iron-induced liver damage in spite of heavy iron deposits in the liver.

**Conclusions**

Compound overloading of copper and iron was confirmed in lysosomes of LEC rat livers. Copper appeared with sulfur, while iron coexisted with phosphorus and oxygen. Microanalysis using JEOL JEM-2010 and JEM-2800 could provide important information on the state of trace elements in LEC rats, which may be a good model for studying the pathogenesis of progressive liver disease in WD.
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Electron Microprobe Study of Otolith: Migratory Behavior and Habitat of Three Major Temperate Species of Eels

Yoshiyuki Iizuka
Institute of Earth Sciences, Academia Sinica

An analytical technique for measurement of strontium (Sr) and calcium (Ca) concentrations in otolith was developed using an electron probe micro-analyzer (EPMA). Precisions of measurement for Sr and Ca were examined with various electron beam conditions, which were a combination of different beam currents, beam diameter, X-ray counting time, and diffracting crystals on carbonate standards and eel otolith. The precision decreased when beam power densities exceeded 1 μW/μm² and/or beam diameter was less than 2 μm, resulting from beam damage of carbonates. The optimum analytical conditions for measuring the Sr/Ca ratios in the otoliths are suggested to be with a beam current at 3 nA, a 5 × 4 μm² beam, counting times of Sr and Ca for 80 sec and 20 sec at the peak, and of Sr and Ca for 20 sec and 10 sec at back-ground intensities at an acceleration voltage of 15 kV with strontianite and aragonite standards, respectively. In these conditions, it is possible to obtain precise measurements of Sr/Ca ratios at 10 μm intervals along a transect from the primordium (core) to the edge of individual otolith with an error less than 0.05 wt% in Sr, as these have been found to discriminate between brackish- and fresh-waters. We have studied more than 1,000 temperate eels from different water bodies where the East Asia (Japanese eels Anguilla japonica), the Northeast America (American eels Anguilla rostrata), and the Northwest Europe (European Eel Anguilla anguilla). Patterns of otolith Sr/Ca ratios from core to edge indicated similar but multiple life histories, at least four to six type of migration behaviors. Additionally, the Sr/Ca patterns of otoliths clearly illustrate eels’ life between naturally-recruited and artificially-restocked. Since Anguillid eels are the endangered species, the revealed habitat information from otolith microchemistry are variable and useful for conservation and cultivate studies.

Introduction

Otolith (ear-stone) of fish is an organ in the inner ear, which is composed of 3 types of otolith; sagitta, asteriscus, and lapillus, and functions for body balance and hearing. The otolith consists of approximately 95-6 wt% of calcium carbonate (CaCO₃), 3-4 wt% of organic matters, and less than 1 wt% of trace elements. The metabolically inert nature of the otolith assures that all mineralogical deposition remains unchanged throughout the life history of the fish [1]. Sagittal otolith is biomineralized aragonite which is deposited daily on a proteinaceous matrix [2, 3]. Aragonite has relatively higher substitution rate of the alkali earth elements, particularly Strontium (Sr), into the Ca site than the polymorphism calcite. In the seawater, Sr concentrations are approximately 100 fold higher than in freshwater environments. It is thought to be, therefore, that Sr can substitute for Ca in the process of otolith deposition during the seawater and brackish water residence [4]. Accordingly, temporal changes of the elements in sagittal otoliths can reflect the environment that a fish experienced. Ratios of Sr/Ca in otoliths were positively correlated to those in the ambient water [5]. Consequently, Sr/Ca ratios are extensively used to study the movement of diadromous fishes [e.g., 6-14].

Electron probe micro-analyzers (EPMA) equipped with wavelength dispersive X-ray spectrometers (WDS) have been widely used to determine chemical compositions of rock-forming minerals. The EPMA can analyze the calcium carbonate otolith at a limited area under observation of scanning electron micrograph. This is an advantage to target of analyses points on the otolith. It is well known, however, that carbonates are susceptible to damage from the electron beam. To avoid beam damage problem, consideration of electron beam setting and exposure time are essential in the development of high-precision analyses of otolith microchemistry [15-17].

The Sr/Ca ratios in otolith have been widely used for study of migratory history of fish since the late 1980s. Electron beam conditions and exposure times used for the quantitative analysis of Sr in otolith have greatly varied among laboratories. Gunn et al. [15] and Toole & Nielsen [17] indicated that the quantitative analysis of Sr in otoliths should be concern because of its low concentration. These researchers attempted to establish a criterion to analyze the Sr in otoliths by balancing the beam condition, in terms of beam power density (BPD)*, and beam exposure time to increase precision of the analyses of Ca and Sr. Gunn et
Experimental procedure:

(1) Equipment

Elemental concentrations were quantified using an electron probe micro-analyzer (JEOL, JXA-8900R) at the Institute of Earth Sciences, Academia Sinica, Taipei, Taiwan. It is equipped with 4-channel WDS and programmed both qualitative (X-ray peak search, intensity counting and mapping) and quantitative (concentration) analyses. The quantitative data were corrected as oxides with standard calibration by the Phi-rho-z (PR-ZAF) method, which is a matrix correction with factors of atomic number (Z), absorption (A) and fluorescence (F) and depth distribution function ($\rho(x)$), which represents the X-ray intensity per unit mass depth ($\rho(x)$) [18, 19].

(2) X-ray Diffracting crystals

For Ca Kα measurement, the X-ray diffracting crystal Pentaerythritol (PETJ) was used. Two kind of diffracting crystals, PETH and Thallium Acid Phthalate (TAP) were used for measurement of Sr L lines. The diffracting crystals Lead Stearate (STE) was used for the measurement of C Kα. Each crystal is separately equipped in 3-different WDS channel of EPMA.

(3) Accelerating voltage

Acceleration voltage of 10-25 kV is generally used for rock-forming minerals. X-ray intensity from sample increases with accelerating voltage of the electron beam. However, the electron beam at higher voltage reaches deeper part of sample specimen and leads to decomposition of the specimen [20], and subsequently, X-ray intensity may alter during the analysis. Thus higher voltage (>20 kV) is typically applied to materials, which are damage-resistant to the electron beam, such as metal and metallic alloy. Lower voltage (<10 kV), on the other hand, is advantageous for light elements, though it is difficult to measure the X-ray intensity of the L-lines for such elements as Sr [19]. Therefore, the accelerating voltage was selected to be 15 kV, which is similar to some previous studies of otolith.

(4) Beam current

The beam current was tested from 1 to 20 nA. Minimum beam current was selected at 1 nA because a beam current lower than 1 nA was unable to detect the peak intensity of Sr in the otolith. Stabilities of the beam current were less than 0.25 % for 24 hr in all conditions.

(5) Otoliths and standard materials

Sagittal otolith of eel was extracted and mounted in
epoxy resin (EpoFix resin, Struers Co. Ltd) and then was ground and polished by aluminum compounds on polishing papers until the primordium was exposed. The otolith specimen was cleaned with distilled water in an ultrasonic bath and air dried before the carbon coating.

Chemical-known carbonates are selected for standard calibrations because of similar matrix compound to the otolith [21]. Calcite (CaCO₃, in the Trigonal system; NMNH 136321 [22]), a synthetic aragonite (CaCO₃, which is a polymorph of calcite, in the Orthorhombic system) and strontianite ([Sr₀.₉₅Ca₀.₀₅]CO₃, in Orthorhombic system [aragonite-structure]; NMNH R10065 [23]) were used as standards. The standards were mounted in epoxy resin and polished, then carbon-coated with the same thickness (approx. 25 nm [nano meter]) as the otolith specimens.

Establishment of Optimum beam condition

(1) Surface beam damage on otolith

Figure 1 shows damage spots on a polished otolith surface by various electron beams, BPD ranges from 0.1 to 376.8 μW/μm². The BPD is a combination of the beam current at 1-20 nA and a beam diameter of 1 (focused beam), 5 and 10 μm, and 5 × 4 μm² rectangle scanning beam, at the acceleration voltage of 15 kV for 100 seconds beam exposure. Surface observation under the secondary electron micrograph shows that higher BPD made stronger damage than lower BPD beam spot.

Relations between the X-ray intensities and beam exposure time were determined for Ca Kα, C Kα and Sr Lα of an otolith at the BPD ranging from 0.2 to 7.5 μW/μm², which are combinations of beam current between 3 nA and 10 nA, and beam size of 10 μm, 5 μm, 5 × 4 μm² (×20,000 in magnification) and 3 × 2 μm² (×30,000). The Ca, Sr and C intensities were counted for 5 sec × 50 cycles at the same spot after setting each peak position. Total beam exposure time is 250 sec at each analysis spot on the otolith surface.

The intensities of Ca, C and Sr were greater at higher than lower beam currents (Fig. 2a, b and c). At higher beam current, the intensities of Ca increased and C decreased with increasing exposure time, and the extent of alteration depended strongly upon the BPD. At a lower beam current, such as 3 nA and lower BPD (20k: 5 × 4 μm² rectangle beam), Ca intensities did not change throughout the analysis for 250 sec (Fig. 2a-1 and 2a-2), whereas the intensities of C were severely altered under the higher BPD compared with that of a larger beam size regardless of beam current (Fig. 2b). Changes in Sr intensities were smaller than those of other two elements regardless of the BPD and the exposure time (Fig. 2c). This indicates that the chemical composition of the otolith was changed by the beam strike with the electron current >10 nA or BPD >3.8 μW/μm², which is a beam of 5 nA and 5 μm in diameter. The otolith surface, as indicated by secondary electron images (Fig. 1), was also altered in the BPD is greater than 2 μW/μm², while pitting was reduced or not clearly observed at BPD <1 μW/μm². These indicate that chemical alteration occurred due to the material loss associated with pitted spots on the surface of otolith during beam exposure. Accordingly, the otolith surface was undoubtedly damaged by high BPD and high beam current. The extent of damage depends upon the magnitude of BPD and beam exposure time.

![Fig. 1](image-url) Examination of beam damage on the polished surface of otolith. (Top) A secondary electron micrograph after the 100 seconds beam exposure with various BPD. Growth increments of otolith are also observed. (Bottom) Legend shows positions of beam spots and their beam conditions. Beam spots at the BPD > 2 μW/μm² produced bright pits, which indicate compositional difference compared with surroundings. Severe pitting spots show higher Ca intensity, which may be formed by carbon evaporation of calcium carbonate during beam bombardment. Scale bar: 20 μm.
(2) Selection of the diffracting crystal for target elements

Selection of the X-ray diffraction crystal is based on the highest intensities of the target elements. Both lower and upper sides of background counting positions for each target X-ray line were selected with care to interference peaks using the qualitative line scan analysis. As shown in Figure 3, the net intensity of X-ray is calculated with the X-ray baseline intensity. Thus, the height of baseline must be the same between standard materials and otolith. The line scan analysis has been carried out for Ca peak and baseline positions on both Ca and Sr standards, and an otolith.

Counting of Ca $K_α$ was made by PETJ crystal

![Image of graphs showing transition of X-ray intensities on otolith and measurement of the net peak intensity of target element.](Image)

Fig. 2 Transition of X-ray intensities on otolith. Intensities of (a) Ca $K_α$, (b) C $K_α$, and (c) Sr $L_α$ being a function of beam exposure time (sec) at different beam conditions on a Japanese eel otolith. Upper and bottom show alterations of counts and rates of intensities, respectively.

Fig. 3 Measurement of the net peak intensity of target element. $I_{bkU}$ and $I_{bkL}$ are background X-ray intensity (cps) at the positions of upper- and lower-side, respectively, and $D_{bkU}$ and $D_{bkL}$ are upper- and lower-side distance (in millimeters) of background counting position from the peak position as function of L-values, respectively.

The L-value indicates the distance from the X-ray source (probe spot) to the analyzing crystal. It represents the wavelength detecting position of WDS and is given by the following equation:

$$L (mm) = \frac{2R}{2d} n\lambda$$

where 2R is diameter of Rowland circle (mm), 2d is spacing of diffracting crystals ($\AA$: angstroms), n is order of reflection, and $\lambda$ is wavelength ($\AA$).
and Ca Kα peaks were observed as interference peaks of the lower side of Sr Lα baseline (Fig. 5). In particular case of the Sr standard strontinite, the lower side of baseline was affected by Sr Lα peak and their baseline height is 4-5 times higher than both of the Ca-standard aragonite and an otoith baseline (Fig 5-d, e, f). And the position of lower baseline is the same to the lowest limit of TAP, therefore, the TAP is not appropriate to measure

(Table 1). As shown in Figure 4, the Ca Kα position is isolated with other peaks and there are low-enough baseline both low- and upper-side.

Counting of Sr Lα was made by TAP crystal, because intensity of Sr on the TAP is 4-7 times stronger than the intensity on another possible diffracting crystal, such as PET or PETH, at the same beam condition (Fig. 5 and Fig. 6). However, the line scan analysis shows that, Sr Lα and Ca Kα peaks were observed as interference peaks of the lower side of Sr Lα baseline (Fig. 5). In particular case of the Sr standard strontinite, the lower side of baseline was affected by Sr Lα peak and their baseline height is 4-5 times higher than both of the Ca-standard aragonite and an otoith baseline (Fig 5-d, e, f). And the position of lower baseline is the same to the lowest limit of TAP, therefore, the TAP is not appropriate to measure

**Table 1** An optimum setting of WDS-EPMA to measure Sr/Ca ratios of the otoolith.

| Machine: | JEOL EPMA JXA-8900R at the Institute of Earth Sciences, Academia Sinica, Taipei |
| Beam conditions |
| Acceleration Voltage: 15kV |
| Primary beam current: 3nA |
| Beam size: 5 × 4 μm² rectangular scanning beam (×20,000 in magnification) |
| Correction method: Oxide PRZ (Phi-Rho-ZAF) |
| Analytical condition |
| WDS channel element 1 3 4 |
| Standard material Carbon Strontium Calcium |
| (formula) CaCO₃ (Sr₀.₉₅Ca₀.₀₅)CO₃ CaCO₃ |
| WDS setting |
| Diffracting crystal STE PETH PET |
| X-ray Counting position CaKα SrLα CaKα |
| Peak position, mm ca. 124.4 ca. 220.1 ca. 107.5 |
| Background (+), mm 10.5 14.5 5.0 |
| Background (-), mm 8.0 20.0 5.0 |
| X-ray Counting time (total) 50 120 40 |
| Peak, sec 30 80 20 |
| Background (+), sec 10 20 10 |
| Background (-), sec 10 20 10 |

**Fig. 4** Scanning of Calcium X-ray intensity on the carbonate standards (strontianite and aragonite) and an otoolith, with diffracting crystals PET. The vertical and horizontal axes are X-ray intensity in count per second (cps) and which is shown as the L-value in mm, respectively. Any interference peak was absence around Ca Kα peak on the PET crystal. Measurement positions of each baseline, lower- and upper-side were selected on no interferences positions.
Sr. Although the PET is obtained lower intensity of Sr, there is no base line problem and is enough space to avoid interference peaks, such as Sr $L\alpha$ and Ca $K\alpha$ (Fig. 6). The C $K\alpha$ line was interfered by the carbon-coating itself and was shown broad peak, though the intensities of C $K\alpha$ line were strong enough to examine (Fig. 7). To determine the above 3-elements, it is selected that double PET are measurements for Ca and Sr, the STE is for C (see Table 1).

**3) Effect of exposure time with Ca, Sr, and C intensity at different beam current and beam size**

Relations between the X-ray intensities and beam exposure time were determined for Ca $K\alpha$, C $K\alpha$ and
Sr Lα of the standards, calcite (Fig. 8), aragonite (Fig. 9) and strontianite (Fig. 10) at the BPD ranging from 0.2 to 7.5 μW/μm², as well as on the otolith experiment (Fig. 2). The Ca, Sr and C intensities were counted for 5 sec × 25 cycles at the same spot after setting each peak position. Total beam exposure time is 250 sec at each analysis spot.

The intensities of Ca, C and Sr were greater at higher than lower beam currents (Fig. 8, 9, 10). At higher beam current on calcite and aragonite, the intensities of Ca increased and C decreased with increasing exposure time, and the extent of alteration depended strongly upon the BPD. At the lowest BPD (0.2: 3 nA – 5 × 4 μm² rectangle beam), Ca intensities on calcite are slightly increasing with the time (Fig. 8a-1 and 8a-2), though Ca on aragonite did not change throughout the analysis for 250 sec (Fig. 9a-1 and 9a-2). This behavior is also observed in case of otolith time study (Fig. 2). On the other hand, the intensities of C were severely altered under the higher BPD beam compared with that of a larger beam size regardless of beam current (Fig. 8b and 9b). Changes of Sr intensities were smaller than those of other two elements regardless of the BPD and the exposure time (Fig. 10).

These observations indicate that the surface condition of specimen has been modified by the electron beam bombardments, and the extent of alteration depended upon the BPD, primarily beam diameter as well as beam exposure time determined the extent of the alteration. It is not only happened an organic carbonate otolith but also occurred on the inorganic carbonates,

---

Fig. 8  Intensities of (a) Ca Kα, and (b) C Kα being a function of beam exposure time (sec) at different beam conditions on calcite standard. Upper and bottom show alterations of counts and rates of intensities, respectively.
calcite and aragonite. The changes in intensities of Ca and C with exposure time may be due to changes of the original surface by beam damage within a few minutes of exposure.

During beam exposure for analysis, the entire energy of the incident electron beam is dissipated in the form of heat at the point of impact [19]. The degree of heating is depending upon the BPD and the type of specimen. Casting [24] estimated that the rise in temperature ($\Delta T$, °C) resulting from an electron beam diameter $d$ (μm) and thermal conductivity $k$ (W/cm) of target is given by

$$\Delta T = 4.8 \left( \frac{E_0 I}{kd} \right)$$

where $E_0$ is the incident energy of the electron beam (kV), and $I$ is beam current (μA).

Plotts [20] determined that the temperature rise in lower $k$ minerals, such as calcite ($k = 0.05$ [25]), and it could be large cause of decomposition and/or structural alteration (CaCO$_3$ $\rightarrow$ CaO + CO$_2$). Although there is no report about the thermal conductivity $k$ of aragonite, it is expected that the aragonite-carbonate is also decomposed during the beam heating from the results from Figure 9. The decrease of C intensities might be related with evaporation effect of the CO$_2$ from the beam spot, and as a result increasing of Ca intensities occurred during beam exposure. It is suggested that the effect of beam damage should indicate wrongly estimation of chemical composition. Thus, the temperature rise on the
surface of otolith should be considered. This indicates that beam damage caused by a high BPD may have led to inaccurate quantifications of otolith chemical composition.

This phenomenon was also suggested by Gunn et al. [15]. And they recommended 1.2 μW/μm^2 in the BPD, which was conducted by 15 kV, 25 nA and 20 μm of acceleration voltage, beam current and diameter, respectively. However, the width of increments, growth rings, of otolith is smaller than a few μm, so that the size of electron beam should be required to reduce as smaller as possible to obtain the special resolution. In some of previous studies, a small beam diameter (smaller than 1 μm) and an extremely high BPD (greater than 100 μW/μm^2) was used to measure Sr/Ca ratios in otoliths. As mentioned previously, a small beam diameter and high BPD may lead to severe otolith surface damage and the alteration of otolith chemical composition. Subsequently, this could lead low precision and inaccurate quantification of otolith Sr/Ca ratios estimations. Accordingly, a small beam diameter and a high BPD should not be used for measurement of Sr/Ca ratios in otoliths.

To avoid decomposing the sample, various preventive measurements can be applied. The beam current can be reduced or, alternatively, the beam may

![Fig. 10 Intensities of (a) Sr Lα and (b) C Kα being a function of beam exposure time (sec) at different beam conditions on strontianite standard. Upper and bottom show alterations of counts and rates of intensities, respectively.](image-url)
be defocused to allow energy dissipation to spread over a larger area. As suggested by the alteration of Carbon under a focused beam, the use of a focused beam less than 1 or 2 µm should be avoided. This does, however, sacrifice spatial resolution. Again that wider electron beam is, on the other hand, inappropriate for analysis of the fine growth increments in otoliths. Consequently, it must be accepted that beam exposure time should be shortened and that beam current and diameter should be as low as possible. Because of these considerations, it is suggested that beam conditions are optimal when the BPD is less than 0.5 µW/µm² and beam diameter >2 µm. Note that the lower probe current (less than 1 nA at 15 kV) is not acceptable for the analysis of otolith because of low Sr La intensity. From the experiment of the effects of BPD on the X-ray intensities of Ca, C and Sr, four beam conditions were found to have a BPD less than 1 or 0.5 µW/µm², which appears to minimize damage and therefore are acceptable for the analysis of otolith Sr/Ca ratios. According to the changing of X-ray intensities on both standard and otolith, the optimal beam conditions for the analysis of Sr/Ca ratio in the otoliths is suggested to be 3 nA and 5 × 4 µm² beam (BPD = 0.2 µW/µm²).

(4) Variability of intensity in relation to exposure time

To confirm the precision of background counting in the function of counting time, the smallest detectable peak was defined. Additionally, to achieve an appropriate counting time for Sr in the quantitative otolith analysis, precision of peak analysis was examined using the standards at conditions of the lowest BPD (0.2 µW/µm²; 3 nA and 5 × 4 rectangle beam) on the Sr-standard strontianite. The beam exposure time on each counting was set from 10 to 240 sec. The X-ray intensities were measured from 10 different points. The relative standard deviation (RSD) of X-ray intensities of Sr in relation to beam exposure time is shown in Figure 11. The RSD of both lower- and upper-side backgrounds decreased gradually from 5 % to less than 2 % with an increase in the exposure time. The RSD of the Sr peak decreased gradually from 7 % to 3 % with increasing exposure time up to 80 sec. However, at an exposure time longer than 180 or 240 sec, the RSD of baselines slightly increased, indicating that the X-ray intensities are altered if exposure times exceed 180 or 240 sec even at lower BPD. Whereas the precision of Ca analysis were <0.5 % RSD, regardless of the beam conditions, at an exposure time between 20 and 40 sec. Because Ca can be measured simultaneously with Sr by multiple WDS channels, total analysis time including peak and background counting should be considered only for Sr analysis. Therefore, it is desirable that the total analysis time was restricted less than 180 sec for each spot, and peak-counting time should be between 80 and 120 sec, and as result the each background-counting time should be between 20 and 30 sec.

(5) Precision of Sr measurement in otolith

The sagittal otolith generally contain less than 1 wt% of Sr. However, it must be used higher Sr content standard (strontianite: Sr = 59.4 wt%) because it is unable to find a low-concentration and homogeneous material of the carbonate matrix. To confirm the precision of Sr analysis, Sr contents were measured with the beam current of 3 nA and 5 × 4 µm² beam, and the peak and bases counting times were 80 sec and 20 sec, respectively (so called an optimum beam condition), using chemical-known materials, calcite, apatite and barite. The results and analytical reproducibility (1σ mean) of SrO are shown in Figure 12. The measured and recommended SrO (wt%) was highly linearly correlated (r = 0.991).

The Sr contents in the otolith and their measurement precision were quantified using the optimum beam condition. Sr contents were measured from 5-points at 4-different increments of the otolith under the electron
image. The relation between the net peak intensity of Sr, and Sr analysis result, which after corrected by the PRZ, are shown in Figs. 13 and 14, and Table 2. The standard deviation (SD) of Sr in otoliths in CPS (count per second) were obtained to be 0.29 cps at the highest net intensity of 3.8 cps (RSD = 7.6%; no.4 in Table 2), and 0.22 cps at the lowest net intensity of 0.9 cps (RSD = 24.4%; no.1). These error ranges were computed for the precision of Sr contents in otolith; Sr = 0.14 ± 0.03 wt% (no.1), 0.33 ± 0.04 wt% (no.2), 0.46 ± 0.05 wt% (no.3) and 0.61 ± 0.05 wt% (no.4). Assuming that Ca contents in otoliths were 39.0 wt%, Sr/Ca ratios in eel otoliths were estimated to be 3.59 ± 0.77 × 10⁻³ (no.1), 8.46 ± 1.03 × 10⁻³ (no.2), 11.79 ± 1.28 × 10⁻³ (no.3), and 15.64 ± 1.28 × 10⁻³ (no.4), respectively. If it is assuming maximum error of Ca (RSD < 1.0%), the ranges of error in Sr/Ca ratios are smaller than these estimation.

Study of migratory behavior and habitat of three major temperate species of eels by otolith microchemistry

Most of fishes migrate with various spatiotemporal orders. Classification of fish migration is divided into two types. Diadromous fishes migrate between freshwater and sea- or brackish-water, whereas non-diadromous fishes migrate within freshwater (e.g., carp) or seawater environment (e.g., tuna). Diadromous fishes are, further, divided into 3-types; anadromous, catadromous and amphidromous. Anadromous fishes are spawning in the freshwater river and grown in seawater (e.g. salmon). Catadromous fishes are spawning in seawater and grown in freshwater (e.g., eel), and amphidromous fishes migrate between sea- and fresh-water bodies frequently (e.g., sweetfish “ayu” and smear “shi-sya-mo”).

Catadromous eels are widely distributed in the world. In particular, three major temperate species, Japanese eels Anguilla japonica in the East Asia, American eels Anguilla rostrata in the Northeast America, and European Eel Anguilla anguilla in the West to Northwest Europe and North Africa are valuable for economy, aquaculture and fishery (Fig. 15). Habitat of Japanese eel is in the NW Pacific Ocean, and is found in brackish water lakes and estuaries and freshwater rivers from southern Taiwan to Japan in Northeastern Asia. Their leaf-like larvae, leptocephali, drift with the North Equatorial Current and Kuroshio from their oceanic spawning grounds, near the Mariana Islands, to the continental shelf of northeastern Asian countries [13, 26, 27]. In the Atlantic, on the other hand, American and European eels spawn in the Sargasso Sea and migrate along the Gulf Stream for the East Coast of North America and the West to Northwest Europe and North Africa. They then metamorphose into transparent glass eels in coastal waters and become pigmented elvers in the estuary. After upstream migration, the elvers become yellow eels and live around estuary and in freshwater rivers for approximately 5 to 20 years [8, 12, 28], and then, once they have reached sexual maturity, migrate downstream to the open ocean to spawn.

Otolith microchemistry is a good tool to indicate migration pattern from individual fish. Patterns of otolith Sr/Ca ratios from core to edge illustrate eel’s movement. Since the last decade, more than 1000 otoliths have been studied from the difference water bodies (Fig. 15). In this section, results of application studies on three major temperate species of eels are presented.

(1) Analytical procedure

Sagittae, the biggest of the 3 pairs of otoliths, were removed from the inner ear for examination of microchemistry. The procedure of otolith preparation for the analysis of Sr and Ca is similar to Tzeng et al.
The sagittal otolith was cleaned with distilled water, air dried, embedded in epoxy resin, ground and then polished along the sagittal plane with alumina compound until the primordium (core) was exposed. All specimens were cleaned with distilled water again in an ultra-sonic bath and air dried before the carbon coating.

Concentrations of both Sr and Ca in otoliths were measured using the optimum beam conditions (Table 1) along a sagittal section from the primordium (core) to the otolith edge at an interval of 10 μm (Fig. 16). After the EPMA study, growth increments of most of otolith were counted for age determination.

(2) Migration patterns of Japanese eels in Taiwan

To understand the environmental history of the Japanese eel after migration from off shore spawning...
grounds to estuaries, the temporal change of Sr/Ca ratios in otoliths of eels collected several estuary areas in southwestern Taiwan were examined. A total of over 200 otoliths were measured and the results have been reported [14, 28, 29]. Among them, four typical migratory patterns were described (Fig. 17). Selected four otoliths of Japanese eels from Taiwan were examined with two lines to confirm reproducibility of analysis as well. The ratios on lines #1 and #2 of the same otolith were identical at the same distance from the core, indicating that the analytical precision was acceptable to discussion. During the leptocephalus marine stage of early life, Sr/Ca ratios were similar among individuals and increased from 6-10 × 10⁻³ (Sr contents: approx. 0.2-0.4 wt%) in the core to approximately 16-18 × 10⁻³ (Sr: approx. 0.6-0.8 wt%), an initial peak at a distance 60-100 μm from the core. Subsequently, decreases once to approximately 7 × 10⁻³ (Sr: <0.3 wt%) were detected in all of the otoliths (Fig. 17). This indicates that the environmental history of the leptocephalus stage was similar among individuals. However, beyond the leptocephalus stage the Sr/Ca ratios dropped to below 1 × 10⁻³ (Sr: <0.05 wt%) in first half of otoliths T-54, T-21 and D-39 (Figs. 17a, 17b and 17c), whereas the ratios in otolith T-27 dropped to an intermediate level of 3.5 × 10⁻³ (Sr: 0.14-0.16 wt%: Fig. 17d). These measurements were detected at a distance of 180-210 μm from the core. Following the initial drop, Sr/Ca ratios in the otolith of T-54 remained at less than 4 × 10⁻³ (Sr: <0.15 wt%) until the otolith edge. The otoliths of T-21 and D-39 showed a different pattern where ratios increased from a lower level of 4 × 10⁻³ and reached a secondary peak of 8-12 × 10⁻³ (Sr: approx. 0.3-0.5 wt%). Ratios at the second peak were lower than that of the initial peak in the core area, and continued to gradually decrease. The Sr/Ca ratios in the otolith of T-27, on the other hand, did not decrease as low as others, and the ratios remained at a relatively higher level of 6-10 × 10⁻³ (Sr: 0.3-0.4 wt%).

These observations indicate that the Sr/Ca patterns beyond the initial peak can be roughly divided into 4 types (Fig. 18): namely, Type A: the Sr/Ca ratios decreased to a lower level (< 4 × 10⁻³) and remained at that level there-

![Fig. 17](image_url)

**Fig. 17** Sr/Ca ratios determined on 2 parallel transect lines from the primordium to the edge in otolith. The vertical and horizontal axes are Sr/Ca ratio (×10⁻³) and distance from the primordium. Interval of analysis spot is 10 μm. [14, 28, 29].

![Fig. 18](image_url)

**Fig. 18** Schematic diagram of migration patterns of Japanese eels in Taiwan as indicated by the time series change of Sr/Ca ratios in otoliths. Transition of freshwater and brackish water residence is suggested be approximately 4 × 10⁻³ in Sr/Ca ratio.
after; Type B: the ratios decreased in a manner similar to those of Type A, but increased to the secondary peak of approximately $6 \times 10^{-3}$; Type C: the ratios decreased and increased in a manner similar to those of Type B, and decreased to the lower ratio again; Type D: the ratios did not decrease to a level as low as others type, and remained between 1 and $6 \times 10^{-3}$. According to the Sr/Ca patterns and their captured records of eels, each pattern indicates different migration histories as follows; Type A: a freshwater residence; Type B: An amphidromous behavior as residence in freshwater, and shifted brackish water residence; Type C: An amphidromous behavior as residence in freshwater, and shifted brackish water residence, then freshwater residence again; Type D: a brackish water residence.

(3) Migration patterns of American eels in Northeast Canada

The Sr/Ca ratio transects along the otolith radius, from core to edge, illustrating 6 life-history patterns determined by otolith Sr/Ca ratio analyses on 162 American Eels *Anguilla rostrata* captured the St. Jean River watershed (lat. 48°N) in Quebec (Canada). Among the 162 eels sampled, we predominantly observed an amphidromous migratory pattern (42%) during the yellow-stage growth phase, followed by brackish (38%) and freshwater (20%) residence behavior. Six type are described as follows: Type-FR (Fig. 19-a): Residence in freshwater. Entrance in freshwater between Year 1 (elver mark) and Year 2. Type-BR (Fig. 19-b): Residence in brackish habitat (for eel [b] otolith was not clear enough to allow a correct age determination). Amphidromous behaviors are divided into 3 groups, namely, Type-ABF (Fig. 19-c): Residence in brackish environment for more than 2 yr, then movement into freshwater. Type-AFB (Fig. 19-d): Residence in freshwater then movement to brackish habitat. Type-ABF (Fig. 19-e): Freshwater residence, movement to brackish estuary then movement to freshwater. And Type-AND (Fig. 19-f):
Frequent movements between habitats, with no defined. A threshold between fresh and brackish water masses is of $3.4 \times 10^{-3}$. The Sr/Ca ratio peak observed before 100 μm corresponds to metamorphosis from *leptocephalus* to glass eel [30]. Sr distribution mapping for the six typical otoliths are shown in Figure 20. The core areas are surrounded by highest Sr content (red in color). Scale in each map: 200 μm.

(4) **Different Sr/Ca patterns of European eels in the Baltic Sea area**

Intensive stocking programs have been undertaken in the Baltic Sea region over the past 50 years. The most intense stocking programs have been implemented in the Baltic Sea drainage using eels originating from Western Europe. The first eel stockings in Lithuania occurred between 1928 and 1939 when 3.2 million elvers were released into inland freshwater lakes of the Vilnius region (approx. 300 km from the Baltic coast). Since the mid 1960s, Lithuanian lakes have been stocked with approx. 50 million elvers or young yellow eels at an average stocking rate of 1.1 million eels yearly [31]. Studies on stocking effectiveness as well as studies on natural recruitment, however, have not been carried out and the post-stocking movements of stocked eels...
remain largely unknown because of the dissolution of the Soviet Union.

From a series of otolith study of European Eel *Anguilla anguilla* from Lithuanian water body, the Sr/Ca ratio transects along the otolith radius, from core to edge, illustrating 2 significant life-history patterns, multiple migration patterns were observed as well as Japanese and American eels though [32]. As shown in Figure 21-a, a solid line represents the mean ± SD (standard deviation) otolith Sr/Ca ratio profile of 20 eels that showed a gradual decline pattern, indicating the movement from the full strength of salinity in the North Sea into brackish water of the Baltic Sea (Phase I: mean Sr/Ca ratio 5.51 ± 1.57 × 10^{-3}) and ultimately arrived at the coastal waters of Lithuania (Phase II: mean Sr/Ca ratio 3.64 ± 1.10 × 10^{-3}). And transition of freshwater and sea/brackish water residence is indicated as 2 to 3 × 10^{-3} in Sr/Ca ratio. An example which has been studied by Sr/Ca pattern and Sr mapping is shown in Figure 22. It is supposed one of typical pattern of the Baltic Sea migration. In Figure 21-b, on the other hand, the mean patterns indicate consistently low otolith Sr/Ca ratios (0.72 ± 0.76 × 10^{-3}) after the glass eel stage from 16 eels which were collected from freshwater lagoon and lake, the Curonian Lagoon (n=6) and Lake Balušai (n=10). Since their patterns lack the Baltic Sea migration, it is concluded that these patterns are typical from restocked eels. The Sr/Ca patterns indicate the transition from sea/brackish water to freshwater, freshwater residences [32, 33, 43].

**Conclusive remarks**

Many interpretations of geographical and population genetic studies of fish suffer from uncertainty arising from artificial stocking or due to lack of information about the migrating behavior of species of interest. Successful fish stock management, as well as conservation program are not effective without a complete understanding of the population genetic structure, stock boundaries and spatial and temporal migratory patterns. In recent years, advances in analytical techniques have led to the use of otolith microchemistry as an aid to stock discrimination in fishes. A contribution of EPMA technique based on geo- and mineral chemistry is remarkable. EPMA study of Sr/Ca ratios of otolith can interpret their migration and habit and are now one of most important data.

Genetic markers are widely used as implements for acknowledging potential stock differences. The recent developments of such investigation methods as the assay of microsatellites have provided us with the opportunity to evaluate relationships between populations and subpopulations. By combining two modern techniques; otolith microchemistry and microsatellite DNA analysis, we intend to demonstrate the effectiveness of such an approach to the diadromous fish stocks management [34]. The techniques will present an innovative approach to address the management-related problems and conservation of endangered species.
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![Fig. 21](image) Comparison of mean value of Sr/Ca ratios of otolith of (a) naturally-recruited and (b) restocked eels from Lithuania water bodies [32]. The transition of freshwater and sea and brackish residence (□) is indicated. (a) The mean ± S.D. (standard deviation: 1σ) otolith Sr/Ca ratio profile of 20 European eels that showed a gradual decline pattern, indicating the movement from the full strength of salinity in the North Sea into brackish water of the Baltic Sea (phase I: numbers of probe spots = 1240) and ultimately arrived at the coastal waters of Lithuania (phase II: n = 1119). (b) Transects of mean ± S.D. otolith Sr/Ca ratios from 16 freshwater-resident eels, illustrating consistent low values after the glass eel stage.
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Reference materials are indispensable for accurate analysis of hazardous substances in food and environment. For organic substances, however, the dissemination of reference materials is hopelessly unable to catch up with today’s rapidly proliferating analytical needs. To solve this problem, analytical techniques were improved to develop a method in which a single primary reference material could provide accurate quantitative measurements for a wide variety of organic compounds. In this approach, we turned our attention to the $^1$H NMR method. We improved the method to perform precise comparisons of signal quantities from protons at different chemical shifts, enabling quantitative analysis at an acceptable level of uncertainty for a variety of organic reference materials by using a primary reference material for protons. Based on this achievement, an innovative metrological traceability capable of minimizing the number of national reference materials was realized, thus enabling us to have a prospect for rapid expansion of reference materials used in food and environmental analyses.

Introduction

Our modern lives are surrounded by chemical compounds, and a wide range of laws and regulations controls these chemical compounds, to ensure safety and to prevent adverse impact on the environment and human health. In recent years, public concern for safety has increased in Japan, prompting an increase in the number of chemical compounds subject to regulation, limitations, and other regulatory controls. For example, in May 2006, the Food Sanitation Law was revised to introduce the “positive list system” for agricultural chemical residue in foods. With the enforcement of stringent regulations in Japan, the number of control subjects expanded from approximately 250 to about 800 kinds of agricultural and other chemical compounds traded domestically and internationally. At the same time, several new official methods of analysis were established to measure the regulated chemical compounds, and as a result, the use of advanced analytical equipment capable of conducting multiple simultaneous measurements, such as gas chromatograph/mass spectrometer (GC/MS) and liquid chromatograph/mass spectrometer (LC/MS), increased in food and environmental analyses. In this situation, many laboratories that inspect and test chemical compounds are increasingly employing GC/MS and LC/MS to conduct analyses.

While these analytical equipment are capable of simultaneously measuring multiple components, it is necessary to calibrate the sensitivity of the analytical instrument for each analyte in the samples to ensure the reliability of analytical results. To perform this calibration, reference materials (RMs) that serve as “yardstick” are required for individual analytes. In this type of analysis, the accuracy of inspection and testing results are crucial, and the reliability of the “yardstick” is of paramount importance. The use of certified reference materials (CRMs) [1], or equivalent RMs are highly recommended in such cases, and therefore various testing and inspection laboratories are working swiftly to acquire the RMs necessary to handle the ever-increasing list of regulated materials.

Current problems with RMs

The characterization of RMs by metrologically appropriate procedures is achieved by using measurement methods that offer metrological traceability to SI definitions (in this case, amount-of-substance). Normally, this is a task performed by the national metrology institute of a country, and the RMs produced are known as the national reference materials (primary RMs). Generally, national RMs offer the highest standards of accuracy, and are scrupulously prepared with labor, time, and expense. Normally, they are not transferred directly to the inspection and testing laboratories that perform the actual analysis, because this is not practical due to the quantities and costs involved. Instead, secondary RMs are characterized based on the national RMs, and working RMs are in turn characterized using the secondary RMs. In this way, a
pyramid structure is constructed, with a few higher-order RMs at the top and a larger population of lower-order RMs reproduced below. The order in this proliferation of RMs is enforced through metrological traceability to the original set of accurate “yardstick” or the national RMs. Figure 1 is a schematic diagram of the metrological traceability system for the RMs used in the analysis of volatile organic compounds that are used to test the quality of river and tap water. The national RM is in the form of a single solution incorporating 23 volatile compounds. Metrological traceability to SI is obtained using pure substances for each component that is valuated using the freezing point depression method. The secondary and working RMs also consist of a single solution incorporating 23 volatile organic compounds, but in this case, characterization from upper-order to lower-order standards is conducted separately for each component. Because the lower-order metrological traceability system requires a one-to-one correspondence, the pyramid structure breaks down for these RMs. In other words, the national RM for a given component must be used to characterize the secondary RM for the same component, and characterization of working RMs for the same component is performed using this secondary RM. Because this is one-to-one comparison of the same chemical compounds, commercially available analytical technologies such as gas chromatography can be used for characterization down to the working RM level while maintaining excellent reliability. This practical system of metrological traceability is used throughout the world.

The drawback of this metrological traceability system is that it requires a wide array of national RMs to match each chemical compound subject to be analyzed. Development of these national RMs is a major bottleneck in the metrological traceability system because it requires enormous time, labor, and expense. The construction of a more efficient metrological traceability system based on an entirely new concept is needed to address the rapidly proliferating demand for RMs prompted by increasingly tight regulation of chemical compounds through the positive list system discussed above.

Research target

To recapitulate the previous section, the problem with the present metrological traceability system for RMs lies in the dependence on national RMs. Because the system consists of the series of “characterization chains” for the same chemical compound, the system cannot respond promptly to the need for RMs to analyze the growing number of chemical compounds. Although this problem can be solved if minimum types of higher-order RMs could be used to calibrate a wide range of working RMs, this is not possible with current analytical technologies, which are designed to calibrate a like chemical compound with a like chemical compound. An entirely new analytical technology must be developed and introduced: a universal analytical technology capable of analyzing chemical compounds independently of their molecular structure.

The aim of this study is to develop a new analytical technology to realize a system that efficiently secures metrological traceability to the wide range of working RMs without creating national RMs for each chemical compound. Given that the vast majority of chemical compounds subject to strengthened regulation in recent years are organic compounds, we developed a universal analytical technology targeting organic compounds.

The required analytical technology

Absolute values for amount-of-substance can be obtained using SI-traceable measurements. This type of measurement is known as the primary method of
measurement. Table 1 shows a list of analytical methods certified as primary methods of measurement, divided into primary direct methods and primary ratio methods. The primary direct methods, also called the absolute measurement methods, are defined as “the methods for measuring the value of an unknown without reference to a standard of the same quantity.” Examples of primary direct methods are coulometry, gravimetry, and the freezing point depression method. Because these analytical methods yield absolute values for amount-of-substance, they are appropriate for validating the national RMs. However, in general, they tend to be slow and their applications are limited to short list of substances, and they are not suitable candidates as universal analytical technology that is the objective of this study. Primary ratio methods, on the other hand, are already in practical use. They are defined as “methods for measuring the value of a ratio of an unknown to a standard of the same quantity; its operation must be completely described by a measurement equation.” They include titrimetry and isotope dilution mass spectrometry. Another analytical approach that qualifies as a primary ratio method, though not well established as an analytical technology, is the quantitative nuclear magnetic resonance (quantitative NMR).

A measurement method that can be applied to the characterization of a wide range of working RMs must satisfy the following conditions:

1) It must satisfy market demands regarding uncertainty, while also provide speed and simplicity of use.

2) It must be highly versatile and applicable to a wide variety of chemical compounds (general organic compounds for the purposes of this study).

Quantitative NMR is the most feasible candidate that can satisfy both conditions 1) and 2), although the answer is not yet fully established. Accordingly, in this study, we endeavored to establish quantitative NMR as a universal analytical technology for working RMs in organic compounds.

Principles of quantitative NMR

NMR is one of the main methods for determining the molecular structure of a chemical compound. It has an extensive track record in unraveling molecular structures, including the analysis of complex molecules such as proteins. Information obtained using NMR, such as chemical shift (the resonance peak position dependent on atomic bonding and the ambient environment) and spin-spin coupling (a split of the peak due to bonded nearby nuclei), provides hints about the chemical species and ambient environment of a molecule. In addition, the area ratio of various peaks, which resonate according to different chemical shifts, generally indicates the ratio of the number of atomic nuclei contributing to the peaks. As Figure 2 shows, the area ratio of 1H NMR signals can easily be used to confirm the relative number of protons for the resonances, which is vital for the qualitative analysis of organic compounds.

Conventionally, this aspect of NMR was used exclusively to determine the chemical structure, solely by expressing the number of protons as a ratio in a molecule. However, the concept can be applied differently. If the molecular structure of an organic compound is already known and assignments of its 1H NMR spectrum has been set, the number of protons contributing to each resonance peak is known, and this information can be applied to the quantitative analysis of chemical compounds. Thus, when the 1H NMR measurement is performed by adding a reference chemical compound to a sample solution separately in an analyte solution, the spectra of the two chemical compounds overlay each other, as shown in Figure 3. At this point, if the mass (weight), molecular weight, and purity of the added reference chemical compound (hereinafter, will be called the Primary Standard: PS) are known, the amount-of-substance (number of molecules) corresponding to peak I in Figure 3 will also be known, and can be used as the criterion for finding the number of molecules in the analyte. To illustrate with a specific example, if the number of protons in PS (I) is the same as the number of protons in analyte (D) (the number is 6 for both), the ratio of the areas for peak I and peak D indicates the relative number of molecules. As such, the relationship can be expressed as follows:

\[
\frac{\text{Peak area I}}{\text{Peak area of PS}} = \frac{\text{Number of molecules in analyte}}{\text{Number of molecules in analyte}}
\]

Since the number of molecules in PS is already known, the number of molecules in the analyte can be obtained. The mass (weight) and molecular weight of the target substance can then be used to determine the purity of the analyte [2]. Therefore, quantitative NMR is, in principle, a primary ratio method which can be used to obtain traceable measurement values for the number of protons — that is, amounts of substance in a sample.

In the example in Figure 3, both the analyte and the PS are pure substances. After weighing the two substances individually, they are dissolved in a deuterated solvent, and quantitative NMR is used to measure the purity of the analyte using the mass ratio of the two substances. Working RMs, in contrast, are often supplied in the form of solution. If supplied at a certain concentration (about 0.1 %), quantitative NMR can be applied by dissolving the working RM in an appropriate deuterated solvent. The concentration of working RM can be found from the number of molecules obtained for the analyte, the mass of sample solution added, and the number of molecules in the analyte.

Feasibility of quantitative NMR

National metrology institutes in several countries (including AIST), which are members of the Consultative Committee for Amount of Substance (CCQM) Term 7, have shown interest in the possibility of applying quantitative NMR as a primary ratio method, which was first suggested by Germany’s Federal Institute for Material Research and Testing (BAM). In 2001, the Laboratory of the Government Chemist (LGC) in the United Kingdom and BAM served as pilot laboratories to conduct an international comparison Term 8 for the quantitative analysis of ethanol in aqueous solution, with the participation by 10 institutes in key countries. On this occasion, measurements were conducted on the same sample using conventional analytical approaches such as gas chromatography (GC) as well as quantitative NMR [3]. The sample was precisely produced by LGC, one of the pilot laboratories. The ethanol concentration was 1.072 mg/g ± 0.006 mg/g, but this value was not disclosed to the participants. Also, BAM separately supplied a deuterated water solution of PS (3-trimethylsilyl) sodium propionate-d_3) of known concentration to the participating institutions that declared to conduct the quantitative NMR measurement.
Table 1  Types of primary methods of measurement and their characteristics.

<table>
<thead>
<tr>
<th>Analytical method</th>
<th>Primary direct method</th>
<th>Primary ratio method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coulometry</td>
<td>Gravimetry</td>
</tr>
<tr>
<td>Outline of analytical method</td>
<td>Amount of electricity used in electrolysis of specified substances is measured.</td>
<td>settling quantity of specified substances in solution is measured.</td>
</tr>
<tr>
<td>Main target substance</td>
<td>Metallic elements</td>
<td>Inorganic salts</td>
</tr>
<tr>
<td>Reference standard</td>
<td>Not required</td>
<td>Not required</td>
</tr>
<tr>
<td>Uncertainty (less than 1%)</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Swiftness</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>General applicability</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

Fig. 2  Qualitative analysis of chemical compounds using $^1$H NMR.

Fig. 3  Quantitative analysis of chemical compounds using $^1$H NMR.
The measurement results were reported individually to the pilot laboratory. Figure 4 is a summary of the results. Each data point represents a reported result. The adjacent error bar is the measurement uncertainty estimated by each participating institution (95% confidence interval). The uncertainty of the quantitative NMR results from most institutions was in the range that could be described as percentage, and some of the results deviated significantly from the preparation values. In short, it was found that the quantitative NMR lacked accuracy compared to the conventional analytical methods such as GC. From the result of this international comparison, it was determined that the quantitative NMR did not offer sufficient technical accuracy. This view remains essentially unchallenged in the international scientific community today.

At the same time, Figure 4 shows that the value reported by AIST closely matched the preparation value and its uncertainty was considerably smaller than the quantitative NMR findings of other participating institutions. This is why AIST takes a different stance on quantitative NMR. The uncertainty AIST reported to the pilot laboratory for quantitative NMR in the international comparison is illustrated in Figure 5. Upon evaluating the relative standard uncertainties of each component, we found that the greatest factor was the uncertainty of the concentration of $^1$H PS supplied by the pilot laboratory. Because the uncertainty of AIST’s quantitative NMR measurement was much smaller, it became clear that a much smaller measurement uncertainty would have resulted if AIST had supplied its own more accurate PS.

It should be emphasized that the quantitative NMR offers a major advance in versatility. Whereas GC and other conventional analytical technologies applied in the international comparison can only be used to compare the concentrations of like chemical compounds (PS must be the same chemical compound as the measured substance), quantitative NMR can compare quantities of chemical compounds of different types (that is, PS does not have to be the same type of chemical compound as the measured substance). As such, although quantitative NMR requires at least one substance including $^1$H, it can be used to measure any organic compound that includes proton, and a wide range of applications can be expected accordingly. The Authors believe that quantitative NMR can be applied in the characterization of working RMs by developing and integrating certain elemental technologies. These are discussed below.

Elemental technologies to realize the quantitative NMR

Figure 6 illustrates the elemental technologies developed by the authors, and the combination necessary to realize the potential of quantitative NMR as a universal analytical technology for working RMs. The features required of NMR differ greatly depending on whether the technology is optimized for qualitative analysis or for quantitative analysis, as in our case. With quantitative NMR, the highest priority is to observe the signal in accurate proportion to the number of atomic nuclei in the analysis, rather than improving measurement speed or improving the signal-to-noise ratio (S/N). We therefore revised the conditions for selecting the core elemental technologies.

The first elemental technology corrects a signal amplification issue. Generally speaking, NMR signals relax throughout its lifetime called the spin lattice relaxation time ($T_1$), which is the time taken for the atomic nuclei to settle from their excited state to their ground state. This period varies according to the environment of protons (such as bonding with other atoms). When NMR is performed for qualitative analysis, the sample is irradiated with radio frequency pulses with short cycle to increase the signal and to improve S/N. In such case, the delay time may be shorter than $T_1$, where excitation pulse is applied before all protons settled to their ground state. As a result, differences in $T_1$ among the protons of analyte and PS make it impossible to obtain the peak area in correct proportion for the number of protons in each proton. We resolved this problem by measuring the relationship between repetition time and peak area. By taking delay time six times or greater than $T_1$ for the analyzed protons, it was demonstrated by experiment that 99.9 % or more of original signal intensity could be obtained, providing a stable peak-area ratio [4]. By ensuring that the delay time was sufficiently longer than the longest $T_1$ for all protons in the analyte, it was possible to obtain accurate peak-area ratio that was unaffected by the $T_1$ of the protons (though the measurement time increased several times longer than the conventional method).

Normally in NMR measurement, an audio filter is used to narrow a measured bandwidth to improve S/N. However, since the audio filter does not show a flat sensitivity characteristic over the whole range of the bandwidth, the sensitivity significantly decreases especially at the edges of the filter bandwidth. Depending on the chemical shift, a few percent or more decrease in sensitivity occurs. Thus, to obtain a flat sensitivity unaffected by the chemical shift, it is necessary to pay attention to the filter characteristics. In an NMR instrument equipped with a digital filter, signals passed through a wide-bandwidth audio filter are subject to further digital filtering, thus it is better to understand this point. On the other hand, in the case of an NMR instrument not equipped with a digital filter, a decrease in signal intensity occurs at an observation bandwidth of 10 ppm to 20 ppm set for quantitative NMR spectroscopy. As a result, as the chemical shift of the protons of analyte and PS is deviated further from the spectral center, it is difficult to obtain an accurate peak area. The authors therefore expanded the observation bandwidth to about 100 ppm to set a wide-bandwidth filter, enabling us to use a sufficiently flat filter characteristics for the range where $^1$H NMR signals exist (normally, 0 ppm to 10 ppm), leading to the acquisition of a flat sensitivity that we expected even from an NMR instrument not equipped with a digital filter. Such filter setting requires loading of a large amount of data, and therefore this setting is not used in normal NMR measurement. However with quantitative NMR, the highest priority is to obtain accurate measurement values. Thus, an approach that breaks through conventional methods was adopted and this problem was successfully solved [4].

In addition to the two elemental technologies described above, the Authors found that to improve the reproducibility of measurement results, phase correction, baseline correction, and peak area integration setting (range) were more important compared to other minor factors.

Use of transfer materials

Although quantitative NMR requires $^1$H as the PS, the analyte (substance to be analyzed) does not have to be the
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Fig. 4 Results of international comparison on quantitative analysis of ethanol in aqueous solution.
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Fig. 5 Uncertainty for \(^1\)H NMR in the international comparison on quantitative analysis of ethanol in aqueous solution.

Fig. 6 Development of elemental technologies for the construction of universal analytical technology and the process of integration.
We described how several elemental technologies were integrated to construct an analytical technology using quantitative NMR. Next, we demonstrated the reliability of the technologies by comparing them with long-established techniques. To do this, we first selected several target substances from commercially available, pesticide standards. Their purity values were determined using the freezing point depression method, a well-established primary direct method that AIST has been using for the valuation of national RMs (see Table 1). Then we measured the same samples with the newly developed quantitative NMR to find the purity value, and checked whether the two values matched in the range of their respective uncertainties.

As the PS for measurements using quantitative NMR, we used 1,4-dichlorobenzene (NMIJ CRM 4039-a, 99.99 % ± 0.03 %), a national RM supplied by the National Metrology Institute of Japan (NMIJ). However, since 1,4-dichlorobenzene is rather difficult to use in terms of high sublimability, a two-step characterization was adopted by which 1,4-BTMSB-d$_6$ (1,4-bis(trimethylsilyl) benzene-d$_6$), DSS-d$_6$ (3-(trimethylsilyl)-1-propane-1,2,2,3,3-d$_6$-sodium sulfonate) or DMSO$_2$ (dimethyl sulfone) was used as the transfer material. To dissolve the transfer material and the analyte, solvents were selected from a number of deuterated organic compounds, and it satisfies the market demand for them. The solubility and other characteristics of the transfer material and analyte were also taken into consideration, and a solution with a concentration of about 1000 mg/L was prepared.

The analytical results with 400 MHz NMR spectrometer (JNM-ECS 400) are summarized in Table 2. Although in many cases the uncertainty was larger for the purity values by quantitative NMR compared to freezing point depression method, the values for the two methods matched within the uncertainty ranges, demonstrating that our analytical technology using quantitative NMR was sufficiently reliable [6]. The uncertainty for quantitative NMR was between 0.5 % and 1.0 % ($k=2,95$ % confidence interval). Although this accuracy as a purity measurement technology is somewhat inferior to the freezing point depression method, quantitative NMR can be used to calibrate substances to which the freezing point depression method cannot be applied, including a wide range of organic compounds, and it satisfies the market demand for the uncertainty levels in working RMs.

Evaluating the integrated technologies

We described how several elemental technologies were integrated to construct an analytical technology using quantitative NMR. Next, we demonstrated the reliability of the technologies by comparing them with long-established techniques. To do this, we first selected several target substances from commercially available, pesticide standards. Their purity values were determined using the freezing point depression method, a well-established primary direct method that AIST has been using for the valuation of national RMs (see Table 1). Then we measured the same samples with the newly developed quantitative NMR to find the purity value, and checked whether the two values matched in the range of their respective uncertainties.

As the PS for measurements using quantitative NMR, we used 1,4-dichlorobenzene (NMIJ CRM 4039-a, 99.99 % ± 0.03 %), a national RM supplied by the National Metrology Institute of Japan (NMIJ). However, since 1,4-dichlorobenzene is rather difficult to use in terms of high sublimability, a two-step characterization was adopted by which 1,4-BTMSB-d$_6$ (1,4-bis(trimethylsilyl) benzene-d$_6$), DSS-d$_6$ (3-(trimethylsilyl)-1-propane-1,2,2,3,3-d$_6$-sodium sulfonate) or DMSO$_2$ (dimethyl sulfone) was used as the transfer material. To dissolve the transfer material and the analyte, solvents were selected from a number of deuterated organic compounds, and it satisfies the market demand for them. The solubility and other characteristics of the transfer material and analyte were also taken into consideration, and a solution with a concentration of about 1000 mg/L was prepared.

The analytical results with 400 MHz NMR spectrometer (JNM-ECS 400) are summarized in Table 2. Although in many cases the uncertainty was larger for the purity values by quantitative NMR compared to freezing point depression method, the values for the two methods matched within the uncertainty ranges, demonstrating that our analytical technology using quantitative NMR was sufficiently reliable [6]. The uncertainty for quantitative NMR was between 0.5 % and 1.0 % ($k=2,95$ % confidence interval). Although this accuracy as a purity measurement technology is somewhat inferior to the freezing point depression method, quantitative NMR can be used to calibrate substances to which the freezing point depression method cannot be applied, including a wide range of organic compounds, and it satisfies the market demand for the uncertainty levels in working RMs.

---

**Fig. 7** Use of transfer material in quantitative NMR.
Practical application of the quantitative NMR

We envision a transfer from the current one-to-one metrological traceability system based on separate national RMs for each substance, to one-to-many metrological traceability system in which several substances can be traced to just a few national RMs. So far, we made advancement for the development of universal analytical technology, a core technology applicable to numerous organic compounds. After establishing an ideal scenario for this project, we began by developing elemental technologies, using irradiation pulse delay time and optimization of audio filters. We then demonstrated that these analytical technologies could satisfy market requirements for uncertainty. We learned that the transfer materials could be used to minimize the number of national RMs required as standards for amount-of-substance. Finally, we plotted a roadmap toward a metrological traceability system, as illustrated in Figure 8.

The system we outlined represents a quantum leap in the innovative metrological traceability systems, since it removes the need to maintain one-to-one characterization chain from national RMs to working RMs for individual substances.

As for quantitative NMR that is a core of the

<table>
<thead>
<tr>
<th>Substance</th>
<th>Reference value (%)</th>
<th>Uncertainty (%, k=2)</th>
<th>Analytical value (%)</th>
<th>Uncertainty (%, k=2)</th>
<th>Primary standard</th>
<th>Transfer material</th>
<th>Solvent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Echiolmezol</td>
<td>99.4</td>
<td>0.7</td>
<td>99.3</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetone-d$_4$</td>
</tr>
<tr>
<td>Dimepiperate</td>
<td>99.5</td>
<td>0.6</td>
<td>99.7</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Dichloromethane-d$_4$</td>
</tr>
<tr>
<td>Isoprothiolane</td>
<td>99.9</td>
<td>0.1</td>
<td>99.9</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetone-d$_4$</td>
</tr>
<tr>
<td>Alachlor</td>
<td>99.8</td>
<td>0.2</td>
<td>99.7</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetonitrile-d$_4$</td>
</tr>
<tr>
<td>Carboxin</td>
<td>99.6</td>
<td>0.4</td>
<td>99.5</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Dichloromethane-d$_4$</td>
</tr>
<tr>
<td>Linuron</td>
<td>99.7</td>
<td>0.4</td>
<td>99.6</td>
<td>1.0</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetone-d$_4$</td>
</tr>
<tr>
<td>Pyrimethanil</td>
<td>99.9</td>
<td>0.1</td>
<td>100.0</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Methanol-d$_4$</td>
</tr>
<tr>
<td>Triadime</td>
<td>99.6</td>
<td>0.5</td>
<td>99.4</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Methanol-d$_4$</td>
</tr>
<tr>
<td>Flusulfamide</td>
<td>99.6</td>
<td>0.3</td>
<td>99.3</td>
<td>0.8</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Methanol-d$_4$</td>
</tr>
<tr>
<td>Carbofuran</td>
<td>99.8</td>
<td>0.4</td>
<td>99.8</td>
<td>0.6</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetonitrile-d$_4$</td>
</tr>
<tr>
<td>Fimalide</td>
<td>99.8</td>
<td>0.3</td>
<td>99.6</td>
<td>0.7</td>
<td>1,4-Dichlorobenzene</td>
<td>DMSO$_2$</td>
<td>Chloroform-d$_4$</td>
</tr>
<tr>
<td>Methomyl</td>
<td>99.5</td>
<td>0.5</td>
<td>99.9</td>
<td>0.5</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Dichloromethane-d$_4$</td>
</tr>
<tr>
<td>Tricyclazole</td>
<td>99.5</td>
<td>0.2</td>
<td>99.6</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>DSS-d$_2$</td>
<td>DMSO-d$_4$</td>
</tr>
<tr>
<td>Fludioxonil</td>
<td>99.8</td>
<td>0.2</td>
<td>99.5</td>
<td>0.8</td>
<td>1,4-Dichlorobenzene</td>
<td>DSS-d$_2$</td>
<td>DMSO-d$_4$</td>
</tr>
<tr>
<td>Prometryn</td>
<td>99.7</td>
<td>0.3</td>
<td>99.5</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>DSS-d$_2$</td>
<td>DMSO-d$_4$</td>
</tr>
<tr>
<td>Clothianidin</td>
<td>Inapplicable</td>
<td></td>
<td>99.6</td>
<td>0.8</td>
<td>1,4-Dichlorobenzene</td>
<td>DSS-d$_2$</td>
<td>Methanol-d$_4$</td>
</tr>
<tr>
<td>Cymoxanil</td>
<td>Inapplicable</td>
<td></td>
<td>99.9</td>
<td>0.8</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>Acetonitrile-d$_4$</td>
</tr>
<tr>
<td>Theflu benzuron</td>
<td>Inapplicable</td>
<td></td>
<td>99.8</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>1,4-BTMSB-d$_4$</td>
<td>DMSO$_2$</td>
</tr>
<tr>
<td>trans-Permethrin</td>
<td>Inapplicable</td>
<td></td>
<td>99.8</td>
<td>0.6</td>
<td>1,4-Dichlorobenzene</td>
<td>DMSO$_2$</td>
<td>Acetonitrile-d$_4$</td>
</tr>
<tr>
<td>Myclobutanin</td>
<td>Inapplicable</td>
<td></td>
<td>99.8</td>
<td>0.6</td>
<td>1,4-Dichlorobenzene</td>
<td>DMSO$_2$</td>
<td>Acetonitrile-d$_4$</td>
</tr>
<tr>
<td>Tebufenpyrad</td>
<td>Inapplicable</td>
<td></td>
<td>98.1</td>
<td>0.9</td>
<td>1,4-Dichlorobenzene</td>
<td>DMSO$_2$</td>
<td>Dichloromethane-d$_4$</td>
</tr>
</tbody>
</table>
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system, it is important to build infrastructures to realize a rapid transfer to a system in which a variety of chemical substances necessary for the society can be characterized by many institutes. From this viewpoint, we are implementing collaborative research projects with National Institute of Health Sciences and also with JEOL RESONANCE Inc., Wako Pure Chemical Industries, Ltd. and Kao Corporation. In these research projects, we are advancing the standardization of analytical methods by actively making our achievements public through verification tests and by conducting comparison tests among institutes. In addition, we are working on the development of easy-to-use transfer materials as RMs used for quantitative NMR (being supplied by Wako Pure Chemical Industries, Ltd.) and the preparation of an automation tool whose function ranges from measurement parameter setting to data analysis in quantitative NMR (being supplied by JEOL RESONANCE Inc.).

Many de facto commercial reagents are in use today, even though evaluation of their purity or concentration remains inadequate. For example, for active substances in natural sources, such as herbal medicines, quantitative analysis often depends on the samples of isolated constituents or the commercially available reagents. Quantitative NMR can offer highly reliable and effective quantitative analysis in such cases (see Figure 9) [7, 8], where the discovery of appropriate standard would normally be difficult, and therefore, the adoption of quantitative NMR by the Japanese Pharmacopoeia (JP) is being discussed as an analytical method to determine absolute purities of reference standards for quantitative analyses [9, 10, 11].

Future directions

Quantitative NMR has great potential marketability, as the necessary analytical equipment are commercialized (Figure 6: Future issues). As reasonably priced, easy-to-use equipment, which are optimized for quantitative NMR, become available, and applications for nuclei other than $^1$H are developed, they will find use not only in analytical technologies for working RMs, but also in quantitative analysis of several organic compounds occurring in numerous fields conducted at a wide variety of proving, testing, and research laboratories.

Perhaps most exciting of all, an innovative metrological traceability system based on this analytical technology for organic compounds may provide an effective scheme for responding flexibly to today’s proliferating demand for RMs. Although core technologies other than quantitative NMR have not yet been demonstrated, universal analytical technologies that can be used similarly in the construction of a rational metrological traceability system may be developed. The Authors hope that this paper will serve as a starting point for the development of such universal analytical technology.
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This paper is based on a paper titled “Expansion of organic reference materials for the analysis of hazardous substance in foods and environment, Synthesiology Vol.2, 59 (2012)"
No.1, 12-22 (2009)” and partially modifies its content.

**Terminology**

**Term 1.** Positive list system: Established in 2006 based on a revision of Japan’s Food Sanitation Law, this system prohibits the sales of foods that contain agricultural chemical residues above a certain quantity. In cases where the safe (not harmful to human) quantity has been specified (called the residue level), the agricultural chemical must be below that quantity. In case where the safe quantity has not been specified, a uniform limit of 0.01 ppm is applied.

**Term 2.** Official method of analysis: A set of analytical procedures officially published and recognized in accordance with laws governing chemical compounds, to enable comparison of analytical results among different testing laboratories and samples. An official method of analysis must be robust and universally applicable. Examples used in Japan are Japanese Industrial Standard (JIS), Japanese Agricultural Standard (JAS), and Japanese Pharmacopoeia (JP).

**Term 3.** Certified reference material (CRM): In ISO Guide 35, which provides the international guidelines for RMs, this is defined as “reference material, characterized by a metrologically valid procedure for one or more specified properties, accompanied by a certificate that provides the value of the specified property, its associated uncertainty, and a statement of metrological traceability.”

**Term 4.** Metrological traceability: The characteristic of a measurement result, where the result can be linked to a known reference standard (usually a national standard) through an unbroken chain. In the 3rd version of the International Vocabulary of Metrology (VIM), this term was amended from “traceability” to “metrological traceability” to distinguish from the term used to manage the shipping histories of foods and other goods.

**Term 5.** National metrology institute: A research institute that sets a country’s official measurement standards. In Japan, it is the National Metrology Institute of Japan within the National Institute of Advanced Industrial Science and Technology.

**Term 6.** Primary method of measurement: The method used to define national RMs. It is defined as follows: “primary method of measurement is a method having the highest metrological qualities, whose operation can be completely described and understood, for which a complete uncertainty statement can be expressed in terms of SI units.”

**Term 7.** Consultative Committee for Amount of Substance (Comité Consultatif pour la Quantité de Matière: CCQM): One of the consultative committees formed under the aegis of the International Committee of Weights and Measures (Bureau International des Poids et Mètres: BIPM) that consists of the Meter Convention member institutions. Established in 1993, this consultative committee discusses issues on metrology in chemistry.

**Term 8.** International comparison (CCQM inter-comparison): Comparison among calibration laboratories to confirm the degree of equivalence in the calibration and measurement capabilities and values assigned to RMs between various national metrology institutes. Normally, this process begins with an international comparison for research purposes, called a pilot study. After the technical groundwork has been established to a certain degree, an official international comparison, called a key comparison, is performed.
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Introduction of New Products

Field Emission Scanning Electron Microscope

**JSM-7100F**

The JSM-7100F is a versatile high performance analytical FE-SEM. The electron optics produces the maximum 200 nA probe current with the patented in-lens Schottky FEG and a small probe diameter even at large probe currents with the patented aperture angle optimizing lens. The objective lens is the field free type. This lens is suitable for high precision EBSD analysis and characterization of a magnetic specimen.

- **Resolution**: 1.2nm (30 kV), 3.0nm (1 kV)
- **Accelerating voltage**: 0.2 to 30 kV
- **Magnification**: ×10 to 1,000,000

**Observation**

A variety of images, such as secondary electron images, backscattered electron images, and STEM images, are obtained. The stable Schottky field emission electron source ensures research with high quality images.

**Analysis**

Elemental analyses with EDS and WDS, and EBSD analysis are carried out efficiently. High precision analysis can be obtained with the stable electron probe.

*Specimen courtesy of Professor Andreas Stein, Department of Chemistry, University of Minnesota*
The AccuTOF GCv 4G is a fully automated Gas Chromatograph Time-of-Flight Mass Spectrometer (GC-TOFMS). A data recording speed of 50 spectra/second enables high throughput analysis. A new high speed preamp and data acquisition system is capable of sampling TOFMS signal at 4 giga samples/second, twice faster than the previous system. It also enables more efficient high-resolution, high-accuracy analysis. An improved detection system has extended the practical mass range for FD ionization.

Benchtop SEM

JCM-6000 NeoScope™ let’s you observe a specimen at much higher magnification than a light microscope with the same simple operation of a light microscope. The observation image appears automatically when a specimen is inserted, and you can go up to the maximum magnification of ×60,000 quickly with the automated operations. JCM-6000 NeoScope™ is equipped with a TMP for quick start. The installation is easy. The wall outlet (100V AC) is the only utility needed. Cooling water is not necessary.

- Magnification: ×10 to 40,000
- Accelerating voltage: 15 kV/10 kV/5 kV

High Performance GC-TOF MS

JMS-T100GCV

AccuTOF GCv 4G

The AccuTOF GCv 4G is a fully automated Gas Chromatograph Time-of-Flight Mass Spectrometer (GC-TOFMS).